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Introduction 
Most of the Earth's surface is covered by oceans. Fresh water sources make 

up a small part of the total water. Human beings must protect the fresh water 
resources around them, as they constantly need water to live. Every field of 
ecology is interconnected and water science can be seen as a representative 
example of all environmental sciences (Moss, 2010). 

Aquatic ecosystems are important areas that provide life to their 
environment. Researching water resources and the members of these systems, 
which have high importance, is a remarkable subject. The aquatic ecosystems 
that living beings use to maintain their lives and the organisms living there are 
also important in terms of showing the characteristics of their environment. 
Ecological stress due to the increasing population causes aquatic ecosystems to 
be adversely affected. 

The increase in human health problems due to losses in ecosystems has 
increased the importance of investigating these natural ecosystems through 
bioindicators. All species can tolerate a limited range of chemical, physical and 
biological conditions, and some species can be used to assess environmental 
quality. Despite technological advances, it is necessary to examine the biota of 
natural ecosystems to understand the changes in our environment (Holt and 
Miller, 2011). The state of aquatic ecosystems, where environmental conditions 
are sensitive or considered endangered, can be evaluated in terms of different 
parameters through bioindicators. Monitoring of bioindicators is a 
bioassessment method used in many studies. Monitoring of important aquatic 
indicator organisms can be considered as early warning signals for adverse 
environmental health conditions. This approach is in the form of examining the 
biological and ecological changes of the parameters determined in organisms. 
Properly designed field studies and studies evaluating bioindicators can help 
identify the negative effects of environmental stress effects on human 
populations and thus enable applications where health assessments of aquatic 
organisms can be made. Slow-response bioindicators and other faster-
responding biomarkers can be evaluated together and used in bioassessment 
studies to determine limit values for the environment, to make regulatory 
decisions and to evaluate ecological risk (Adams and Greely, 2000). 

 
Definition Of Bioindicator  
In the evaluation of changing conditions within an ecosystem, since it is 

almost impossible to determine the functions, properties and values of all 
components, some selected components must be evaluated in terms of giving 
conclusions about the ecosystem as a whole. Biological components that serve 
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this purpose are called bioindicators (Kushlan, 1993). Evaluation of the status of 
bioindicators will provide information about whether the ecosystem is in its 
natural state or under the influence of contamination. Bioindicators in an 
aquatic ecosystem can be specified as algae, macrophytes, plankton, mollusks, 
fish and seabirds in the water system. An ecosystem acts as an important 
indicator of environmental health by responding rapidly to changes occurring 
around it. Changes in bioindicator species can be considered as pollution 
indicators. Since developments in industry and agriculture will increase 
pollution in ecosystems, bioindicators in these ecosystems can be used as an 
important model to characterize environmental health (Manickavasagam et al., 
2019). Bioindicators began to be widely used in the 1960s and their use has 
increased over the years (Holt and Miller, 2011). 

If the advantages of using bioindicators are mentioned, in traditional studies, 
the instantaneous physical parameters of the environment have been measured 
directly, but throuIn addition, pollutants can be found in very low 
concentrations in the ecosystem and their detection requires sensitive and costly 
technologies.gh bioindicators, both the status of pollutants and the changes over 
time can be followed. On the other hand, with the help of bioindicators, it is 
possible to determine the biological pollutant levels of the environment. 
Another benefit of bioindicators is their ability to show indirect biotic effects of 
pollutants when physico-chemical measurements are not available. Finally, 
considering the large number of species and parameters to be studied, it is 
widely accepted by scientists that biota is the best study material for detecting 
the disturbance of ecosystems and the presence of a stressor. Focusing on only 
one type of biota to identify the problems occurring in the ecosystem can yield 
important results in terms of seeing the problems. When choosing a bioindicator 
species, attention should be paid to the fact that the species is specific to the 
environment, as well as organisms related to local problems and local species, 
because a single species may not fully represent all stressors. Some 
characteristics of a good bioindicator are given in Figure 1. Despite its 
significant benefits, the applicability of bioindicators may be limited due to 
changes in environmental conditions as a result of anthropogenic effects. In 
addition, the fact that the indicator characteristics of bioindicator species depend 
on scale and fail to protect species with different requirements living in a habitat 
can be stated as the negative aspects of these organisms. Although there are 
some flaws mentioned, the benefits of bioindicators outweigh these flaws. 
These organisms can be evaluated at scales ranging from the cellular level to the 
ecosystem level to determine the state of an ecosystem under investigation. 
Bioindicators enable us to access data of biological, physical and chemical 
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components caused by changes in ecosystems as a result of population related 
human influence and industrialization. These data allow to understand whether 
the studied ecosystems are biologically sustainable and to take action against 
existing problems (Holt and Miller, 2011). 

 
Figure 1. Some characteristics of good bioindicator (Holt and Miller, 2011). 
 
Properties Of BioindicatorAquatic Plant Organisms 
The presence or absence of plants or vegetative organisms can provide 

important information about the health of their environment. These creatures 
can act as accumulators for metals and metabolic products. Plants are highly 
effective organisms for predicting and diagnosing environmental stress and are 
being used more and more in this field. The problem of water pollution has 
reached remarkable dimensions as a result of increasing industrialization and 
urbanization. Aquatic plants are stable creatures and provide useful information 
about their aquatic environmental state, as they can quickly become balanced 
with their environment (Jain et al., 2010). 

In bioindication, plants are organisms that are used to provide information 
about the quality of the environment, the source of the pollutant, its nature and 
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its intensity as a result of environmental changes, and they are living things with 
a high capacity to process heavy metals (Markert, 1993). With the increase in 
the use of agricultural chemicals, studies using plant organisms to determine the 
negative effects of these substances on the environment have also increased. In 
these studies, algae, aquatic and terrestrial macrophytes are frequently used in 
toxicity tests (Gadzała-Kopciuch et al., 2004). Studies have shown that aquatic 
plant organisms have bioindicator properties for their ecosystems (Marwood et 
al., 2001; Bonanno, 2011; Demirezen and Aksoy, 2006). For these reasons, and 
because of the importance of aquatic plant organisms to form the first step of 
the food chain in the ecosystems they are in, these organisms are living beings 
that should be examined and investigated in order to determine and follow the 
elemental composition of aquatic ecosystems.The taxonomic groups, species 
and ecological habitats of some aquatic plants are listed in Table 1. 

Table 1. The taxonomic groups, species and ecological habitats of some 
aquatic plants. (Ansari et al. 2017) 

 
Aquatic plant 

organism 
Taxonomic 

group 
Species Ecological habitat 

Microalgae Cyanobacteria Microcystis sp. Free Floating 
Chlorophyta Scenedesmus sp. Free Floating 
Chlorophyta Chlorella sp. Free Floating 
Chlorophyta Stigeoclonium sp. Submerged 

Macroalgae Chlorophyta Chara sp. Rooted Submerged 
Chlorophyta Nitella sp. Rooted Submerged 
Chlorophyta Hydrodictyon sp. Free Floating 
Chlorophyta Cladophora sp. Amphibious 

Macrophyte Bryophyta Sphagnum acutifolia Amphibious 
Bryophyta Fontinalis sp. Submerged 

Pteridophyta Azolla filiculoides Free Floating 
Pteridophyta Salvinia sp. Free Floating 
Angiosperm Vallisneria sp. Rooted Submerged 
Angiosperm Hydrilla sp. Rooted Submerged 
Angiosperm Myriophyllum sp. Rooted Submerged 
Angiosperm Sagittaria montevidensis Amphibious/Emergent 
Angiosperm Lemna minor Free Floating 
Angiosperm Mikania periplocifolia Amphibious 
Angiosperm Utricularia sp. Submerged/Free 
Angiosperm Nymphoides indica Rooted/Leaves Floating 

 
As a result of the pollution of water by human influence, differences in plant 

diversity or extinction of aquatic plants have been encountered in most of the 
world's water resources. Plant diversity in polluted aquatic ecosystems has been 
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As a result of the pollution of water by human influence, differences in plant 

diversity or extinction of aquatic plants have been encountered in most of the 
world's water resources. Plant diversity in polluted aquatic ecosystems has been 

evaluated as an important bioindicator in showing water quality. Numerous 
studies have been conducted on phytoplankton and aquatic macrophytes. 
Anthropogenic water pollution causes changes in species composition, 
reduction in overall plant diversity and loss of rare species. The deterioration in 
these ecosystems causes the loss of underwater vegetation and the proliferation 
of phytoplankton, weeds and macrophytes (Ansari et al., 2017). 

In the ECOTOX database, 25% of the more than 6000 aquatic species 
evaluated in aquatic ecotoxicology, including animals, plants and fungi, are 
plant species. In these plant species, 60% of microalgae, 33% of flowering 
plants, 6% of macroalgae, 1.6% of ferns, 1% of mosses are included. 
Approximately 65% of the aquatic plant species used are composed of 
freshwater plant organisms, while the remaining part consists of seawater and 
brackish water taxa (Ceschin et al., 2021) 

 
BioindicatorAquatic Plant Organism Types 
Benthic Algae 
Aquatic ecosystems generally contain many algae species. They are equally 

important in the ecology of aquatic ecosystems, although they are not as 
visually evident as other aquatic organisms such as plants and fish, mainly due 
to their microscopic nature. Their visibility can be noticed when they come 
together in dense populations, color the water and form residues on the water 
surface. Benthic algae associated with the substrate may be stationary in their 
positions or may have limited mobility with according to their substrate. The 
algae associated with the substrate are in dynamic equilibrium with the 
planktonic organisms. This balance depends on two main factors, namely the 
depth of the water and the water flow rate. Benthic algae are creatures that need 
light in their environment and can tolerate high water flow rates. Therefore, 
benthic algae are the dominant organisms in rivers compared to planktonic 
algae. Benthic algae need inorganic substrate, submerged aquatic plants or 
needs aquatic plants located at the edge of the water body to hold on. In lakes 
and rivers, stones, mud, aquatic plants are associated with inorganic and organic 
material at the bottom of the water column. Some benthic algae are able to 
move along substrate surfaces, loosely attached by gelatinous biofilms.Many 
algae species can show both planktonic and benthic characteristics during their 
lifetime.In some cases, they develop as benthic, then they become planktonic 
form. In other cases, algae spend most of the active photosynthetic growth 
phase as planktonic but spend the winter period in a metabolically inactive 
phase (Bellinger and Sigee, 2015). 



14

Considering the studies on benthic algae; Ostapczuk et al., (1997) 
investigated the elements determined in algae and mussel samples collected 
from the North and Baltic Seas using CV-AAS, INAA, HG-AAS, ETAAS, ICP-
AES, IDMS and Stripping Voltammetry methods. In many previous biological 
monitoring studies, algae and mussels have been used and according to the 
results obtained, it has been determined that algae and mussels do not 
accumulate all the elements found in their environment. Some elements such as 
As, Mn, Co, Ni and Ba were found to accumulate more in algae than in mussels, 
whereas Hg and Se elements were found to accumulate more in mussels than in 
algae, and significant concentration differences were not detected in other 
studied elements. Data obtained from long-term studies have shown that these 
creatures are effective in biomonitoring studies. Lavoie et al., (2004) evaluated 
agricultural pollution in southern Québec using benthic algae found in streams 
identified in 29 sites. From July to August, the algae that were grown on the 
artificially placed material were examined.Along with benthic algae, water 
analyzes and land use data were also detected.The results showed that artificial 
substrates and natural substrates contain similar biomass and species 
composition. In the study, it was concluded that the use of benthic algae as a 
bioindicator will contribute to physico-chemical water quality determination 
studies. In the study of Khalil et al., (2021), 201 algae species identified 
taxonomically were used in water quality evaluation according to the Palmer 
pollution index. According to the data obtained in the study, it was determined 
that there is possible organic pollution in Banjosa Lake, low organic pollution in 
Ali Sojal Dam and Dothan Dam, medium organic pollution in Drake Dam, and 
high organic pollution in Rawalakot Nullah region. By using indexes, it has 
been shown that the algae species as bioindicators, which are systematically 
identified, can be used to determine the pollution levels of the ecosystem they 
are in. In the study conducted by Tedeschi and Chow-Fraser (2021), algae 
increases in Lake Erie due to agricultural phosphorus inputs were evaluated. 
Instead of traditional methods, which can be costly and time-consuming, they 
suggested using benthic algae biomass as a bioindicator to determine the trophic 
status of streams where agricultural input interacts with the aquatic 
ecosystem.Bioanalysis was carried out using benthic algae during the two-week 
runoff to determine the agricultural impact in 19 streams identified in Southern 
Ontario. Cost-effective and low-training methods were used and it was 
determined that benthic algae biomass and total P concentration were 
significantly related, but not significantly related to soluble reactive P. They 
suggested that environmental agencies and landowners use this bioassay to 
reduce P input in the Lake Erie basin. 
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Planktonic Algae 
In stagnant waters, planktonic algae predominate in the main water body. 

Their temporal changes depend on the trophic state of the lake and the 
concentrated algae are in the form of diatoms, colony-forming blue-green algae, 
and late populations of dinoflagellates in eutrophic lakes. Phytoplankton blooms 
during the annual cycle can be calculated based on algal biovolume, 
chlorophyll-a concentration and “Secchi Disk” depth (Bellinger and Sigee, 
2015).Phytoplanktonic organisms tend to sink or swim because they rarely have 
the same density as the environment in which they live. The speed of these 
vertical movements is also related to the size of the organisms, and the neutrally 
swimming state is consistently used by these microscopic creatures (Naselli-
Flores et al., 2021).In general, it can be concluded that phytoplanktonic 
organisms can be considered as sensors of their environmental ecosystems, 
thanks to their potential to generate integrated responses proportional to their 
lifetime (Estrada and Berdalet, 1997). 

Considering the studies on planktonic algae; Díaz-Pardo et al. (1998) 
investigated the seasonal and annual sequential patterns of phytoplankton 
community at Lake Atezca, located in a mountainous region of Northeast 
Mexico, between 1981 and 1994. It has been found that thermal changes affect 
physico-chemical properties.It was determined that the nutrients increased 
depending on the mixture. These dynamics affected the phytoplankton 
community because bacillariophyceae and chlorophyceae in early stratification, 
dinophyceae and cyanophyceae in late stratification, and bacillariophyceae and 
chrysophyceae members in the mixing cycle were found to be abundant. It was 
determined that chlorophyceae members dominated the phytoplankton 
community from 1981 to 1986, and they were replaced by cyanophyceae, 
especially Microcystis aeruginosa from 1990 to 1994.According to the results, 
it has been determined that the lake has been showing signs of high 
eutrophication in recent years. Amengual-Morro et al. (2012) aimed to 
determine microalgae models in facultative and maturation ponds in order to 
obtain information about operation and maintenance studies. In the study, 
organic load, temperature, light penetration, dissolved oxygen and nutrient 
parameters were measured for phytoplankton. The study method includes the 
steps of main water quality parameter analysis, taxonomic determination of 
plankton, and abundance calculation. According to the results, it was shown that 
cyanobacteria members were found under low load pond conditions and 
chlorophyta members were found under overloaded pond conditions. With this 
methodology, it was concluded that phytoplankton determination and density 
can be used as a bioindicator that can help determine the performance of ponds 
and operation-maintenance tasks. Sakset and Chankaew (2013) investigated the 
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phytoplankton diversity of the Pak Phanag River Basin in Southern Thailand in 
2006 in three different seasons and three different habitats in order to determine 
the water quality status and fisheries management. The parameters showed that 
it is suitable for inland water fishing. In the study conducted with 62 genera of 
phytoplankton members belonging to six divisions, the third most abundant 
species was Peridinium sp., the species most associated with velocity was 
Protoperidinium sp. and the species most associated with ammonia nitrogen 
was determined asTrachelomonas sp..The Shannon-Wiener diversity index 
indicated that the phytoplankton diversity was moderate and the water quality 
status was moderately polluted. According to the Shannon-Wiener diversity 
index, phytoplankton diversity and water quality status were shown to be 
moderately polluted. In addition, according to the AARL-PP score, it was 
concluded that the water quality status was at the meso-eutrophic level and 
moderately polluted, but still suitable for the life of aquatic organisms. Dorche 
et al. (2018) investigated phytoplankton and zooplankton communities as 
bioindicator organisms in the evaluation of water quality in Zayandehrud Dam 
Lake located in Isfahan Province, which is the largest lake in the center of 
Iran.It has been stated that the presence of genera such as Cyclotella, 
Dynobrion, Bosmina and Daphnia from phytoplankton and zooplankton 
communities in general are considered as indicators of oligotrophic lakes, and 
the absence of genera such as Microsystis, Brachionus and Lecane are 
considered important indicators of eutrophic lakes. It was determined that the 
phytoplankton community in the lake consisted of Bacillariophyceae, 
Cyanophyceae, Euglenophyceae, Dinophyceae and Chrysophyceae members. 
According to the data obtained in the study, it was concluded that the lake can 
be classified as a healthy water body. 

 
Macroalgae 
Macroalgae are the primary producer organisms that form the basis of 

complex aquatic food webs and are economically important organisms as 
several hundred thousand tons of macroalgae are harvested each year for food 
production and technological use (Häder and Figueroa, 1997). It is estimated 
that there are 1800 brown, 6200 red and 1800 green macroalgae in marine 
ecosystems, and although red algae are more diverse, brown algae are the 
largest in size (Pereira, 2021). Studies show that macroalgae are effective 
bioindicator organisms for trace elements. The use of macroalgae as 
bioindicators should be encouraged to comprehensively determine the presence 
of trace elements in abiotic and biotic components of coastal ecosystems 
(Bonanno and Orlando-Bonaca, 2018). Macroalgal bioindicator organisms are 
important markers for determining metal accumulation levels in coastal areas 
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exposed to human-induced contamination (Chalkley et al., 2019). It has been 
concluded that macroalgal metal concentrations are more related to sediment 
metal concentrations than to metal concentrations in water, and they may be 
usable biomonitors for sediment contamination in their aquatic 
ecosystem.Macroalgae in the more polluted region generally contain higher 
metal concentrations. However, despite varying sediment concentrations, iron, 
nickel and manganese concentrations were found to be similar in macroalgae, 
while the difference in copper, zinc, lead and chromium concentrations was 
found to be related concentrations in the environment.The uptake of metals also 
yielded different results among different species, leading to the conclusion that 
differing parameters such as morphology may have an effect on metal uptake 
and accumulation (Melville and Pulkownik, 2007). 

Considering the studies on macroalgae; Ho (1990) evaluated the use of Ulva 
lactuca species collected from 24 tidal zones around Hong Kong island as 
indicators of Mn, Fe, Ni, Cu, Zn, Cd and Pb metal contaminations. 12 stations 
were selected from places that are considered to be relatively rural and clean, 
and the remaining 12 stations were selected from populated areas.Cd was 
detected in all stations with similar results.A high level of metal contamination 
was detected, especially in the eastern part of the port. Preliminary results 
showed that Ulva lactuca is a good indicator that can show Mn, Fe, Cu, Zn and 
Pb contaminations.Melville and Pulkownik (2006) investigated the distribution 
and abundance of macroalgae in four estuarine regions in Sydney, Australia. It 
has been determined that the diversity and distribution of macroalgae is affected 
by the amount of pollutants in the environmentand the biomass is related to the 
nutrient concentrations.It was determined that Rhodophyta member Catenella 
nipae decreased significantly as metal concentrations increased in all seasons 
studied.This species has been found to have an important potential as a 
bioindicator of estuarine contamination.Al-In the study of Al-Homaidan et al. 
(2011) used two macroalgae species taken from a stream under anthropogenic 
stress in the Hanifah Valley to determine heavy metal concentrations. Mn, Cu, 
Zn, As, Cd and Pb concentrations in the samples were determined using the 
ICP-OES device.Mn, Cu and As loads were detected in all samples and a high 
degree of contamination was detected.Zn, Cd and Pb levels were within the 
limits. In the study, it was concluded that Enteromorpha intestinalis can be used 
as an excellent indicator for Mn, Zn and As pollution, and Cladophora 
glomerata can be used as an excellent indicator for Cu, Cd and Pb pollution.In 
the study of Aşıkkutlu and Okudan (2021), elemental analyzes of two 
macroalgae species collected from the coastal region of Serik District of 
Antalya Province were carried out.About macro elements, the highest value was 
obtained for K and the lowest value was obtained for P element in Cystoseira 
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foeniculacea and Gongolaria montagnei species. About trace elements, the 
highest value was obtained for Fe element in Cystoseira foeniculacea and 
Gongolaria montagnei species, the lowest value was obtained for Mo element 
in Cystoseira foeniculacea and for Cd element in Gongolaria montagnei. It was 
determined that the data obtained in the study were similar to the data of other 
studies. Salo and Salovius-Laurén (2022) investigated the changes of nutrient 
concentrations in the coastal region of the North Baltic Sea in terms of 
eutrophication and macroalgae were evaluated as bioindicators to reflect 
nutrient concentrations.The temporal variation of P and N concentrations of 
Cladophora glomerata and Ulva intestinalis species was investigated. 
Measurements in the U. intestinalis speices were less reliable for current and 
previous water and nutrient concentrations, also C. glomerata was reported to 
be a useful species for assessing both spatial and temporal variation. 

 
Macrophytes 
Freshwater macrophytes consist of members of Charophyta, Bryophyta, 

Pteridophyta and Spermatophyta. Their photosynthetically active parts may be 
permanently submerged or submerged for several months each year, or may be 
found floating on the water surface (Cook et al., 1974). Macrophytes in water 
respond to changes in element concentrations that occur in the 
environment.These creatures can take nutrients from both the sediment and the 
water they are in. Therefore, macrophytes are suitable organisms for the 
comprehensive assessment of river ecosystems (Kohler and Schneider, 2003). 
Aquatic mosses can be used as indicators to indicate the presence or amount of 
a contaminant. Biomonitoring of these species is in the form of analyzes 
involving passive observation of native species or active biomonitoring of 
transplanted species for a fixed exposure time (Gecheva and Yurukova, 2014). 
Ferns are important, but not adequately researched, potential ecological 
indicators (Della and Falkenberg, 2019). Water quality assessment studies can 
be performed using samples of chlorophyta, bryophyta, pteridophyta and 
angiosperms in freshwater or marine, lentic or lotic, wetlands or coastal 
ecosystems (Ansari et al., 2017). 

Considering the studies on macrophytes; Klumpp et al. (2002) investigated 
metal contamination in freshwater ecosystems in the southern parts of the state 
of Bahia in Brazil. Copper fungicides, which have been used in cocoa 
production in the region for years, have caused copper accumulation in the 
components of cocoa plants and are thought to cause environmental 
contamination. In order to determine whether anthropogenic contaminants cause 
water pollution and eutrophication in the Rio Cachoeira River in the region, the 
concentrations of copper, aluminum, chromium, nitrogen and phosphorus in 
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Considering the studies on macrophytes; Klumpp et al. (2002) investigated 
metal contamination in freshwater ecosystems in the southern parts of the state 
of Bahia in Brazil. Copper fungicides, which have been used in cocoa 
production in the region for years, have caused copper accumulation in the 
components of cocoa plants and are thought to cause environmental 
contamination. In order to determine whether anthropogenic contaminants cause 
water pollution and eutrophication in the Rio Cachoeira River in the region, the 
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Eichhornia crassipes and Pistia stratiotes species, which are included in aquatic 
macrophytes, were examined from seven stations. Especially in Eichhornia 
crassipes roots, an increase in heavy metal levels was determined. Significant 
increases in nitrogen and phosphorus concentrations in plant tissues and water 
were detected downstream in Itabuna City.It has been determined that metal 
inflow and eutrophication are related to industrial and agricultural resources in 
the region. It has been suggested that aquatic macrophytes can be used as 
bioindicator species in water quality and biological monitoring, in addition to 
chemical water analysis. In their study, Galal and Shehata (2014) investigated 
Myriophyllum spicatum in terms of its ability to accumulate nutrients and heavy 
metals in polluted water resources of Egypt. For this study, 6 stations were 
selected at different locations. It was determined that there was no significant 
difference between S5-S6 measurements and S1-S6 vegetative measurements. 
In addition, there was no significant difference in Mn, Cd, Pb and Ni 
measurements in S1 and S6 sediment samples, but N, P and K measurements 
were significantly different. While the concentrations of heavy metals in 
sediment samples had the sequence Fe > Mn > Cu > Zn > Pb > Ni > Cd, in 
plants it was determined as Mn > Fe > Zn > Cu > Ni > Pb > Cd. In addition, the 
bioaccumulation factor was found to be more than one for all heavy metals 
except Pb, and the uptake capacity order was Ni > Mn > Cd > Fe > Zn > Cu > 
Pb. The high bioaccumulation factor indicates that this plant species has a high 
potential to accumulate heavy metals in its tissues, and as a result it can be used 
as a bioaccumulator for these toxic metals. In their study, Galal and Farahat 
(2015) evaluated the trace metal accumulation potential, phytoremediation 
perspective and the possibility of using it as a bioindicator in different pollution 
types of the Pistia stratiotes macrophyte species obtained from the stations 
determined from Lake Mariut. The water physicochemical data of Lake Mariut 
showed significant differences between lake basins in all variables except 
temperature, pH and Cd metal. In contrast to trace metals, P. stratiotes 
accumulated higher macronutrients in its leaves than in the roots. It was 
concluded that the growth response of this plant to different pollutants can be 
used as a potential bioindicator for these pollutants in water. Harguinteguy et al. 
(2016) evaluated the usability of Myriophyllum aquaticum and Potamogeton 
pusillus macrophytes collected from 10 stations from the Ctalamochita River in 
Argentina as indicator organisms in aquatic ecosystem biomonitoring studies to 
determine the accumulation of Co, Cu, Fe, Mn, Ni, Pb and Zn. It was 
determined that Cu and Pb values in surface water exceeded the limits 
determined for the protection of aquatic life determined in Argentine 
regulations, while Cu and Zn values exceeded the ecological scanning level 
limit in sediment. High accumulation of Co, Cu, Ni and Zn elements in P. 
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pusillus species correlated with the accumulation in sediment, and high 
accumulation of Co, Cu, Mn and Zn elements in M. aquaticum species 
correlated with accumulation in water. It has been stated that these macrophytes 
reflect the spatial changes of metals in the water and sediment of the 
Ctalamochita River and therefore have the potential to be used as heavy metal 
bioindicators of river pollution. Farias et al. (2018) determined the metal 
contents of arsenic, cadmium, copper, lead, selenium and zinc in 12 species 
including macrophytes and macroalgae in Derwent Estuary in Tasmania 
(Australia). Different amounts of copper, lead and zinc were detected in all 
species. Macrophytes accumulated the highest level of all metals. It was 
determined that Zn element in Ruppia megacarpa species, Pb element in 
Zostera muelleri species, Zn element in Ulva australis species accumulated in 
high amounts.The findings concluded that more than one species should be 
investigated for a detailed understanding of metal pollution throughout the 
estuary. 

 
Conclusion 
Aquatic ecosystems are environments that need to be constantly investigated 

because they are essential for living beings to survive. The investigation of 
ecosystems can be in the form of physical, chemical and biological evaluation 
of environmental parameters. Among these methods, in the biological approach, 
both the instantaneous state of the ecosystem and its change over time can be 
determined with bioindicators. Although there are many biological monitoring 
studies in aquatic ecosystems, the results of studies on metal pollution or 
nutrient discharges are remarkable. These organisms are preferred by many 
researchers because the results of aquatic biological indicators are remarkable in 
researches to determine contamination levels.The data obtained in the studies 
provide important information to the researchers about the determination of the 
contamination factors, their long-term follow-up, or what precautions should be 
taken against these contaminants in the environment. The data obtained from 
aquatic organisms are evaluated in various indexes, allowing different 
approaches to contamination studies. As a result, aquatic plant organisms are 
important biological indicators that should be investigated and evaluated 
periodically, which enable us to have information about environmental 
conditions and changes, and also allow the necessary precautions to be taken at 
the appropriate time. 
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1. Introduction        
Chalcogenide glasses are considered to be the subject of a great deal of interest 

in the study of their basic physics as well as of device technology. They are 
appropriate material for optical memory disk [1,2], optical elements [3,4] and 
optical sensors working in the infrared region [5].  

The optical properties of materials are important to determine their usage in 
optoelectronic applications. The optical band gap is usually dependent on the 
defects due to additional elements. The decreasing in direct band gap with 
increase in thickness is attributed to the formation of some defects leading to an 
increase in localised states in the band gap.  

A-As based thin film glasses have been found to exhibit interesting changes 
with composition in properties such as the local structure, density, electrical 
switching behaviour, conductivity activation energy, etc., which have been 
attributed to the network topological effects. Especially Te-As-Se compositions 
are perspective materials for manufacturing optical fibers because of their low 
phonon energy, low optical losses and good thermal and chemical stability.  

The variaty of light-induced structural transformation in amorphous 
chalcogenide films is wide and attracts scientific as well as technical interest 
[6,7]. Among them, photo-induced diffusion has potential application in 
optoelectronics (photoresists, optical memories, optoelectronic circuits, etc.). The 
presence of localized states in the gap region is the dominant factor for the photo-
induced effects in such type of materials. The lone-pair character of the valence 
tails leads to very rich behavior under the influence of light. The illumination by 
band gap light of many amorphous chalcogenides changes their internal and / or 
surface structure, and the optical absorption edge will have a red or blue shift [8]. 
To knowledge of the photo-interaction in such films is a crucial point in 
understanding the basic mechanism and its technological applications such as 
device making.  

Various device applications like rectifiers, photocells, xerography, switching 
and memory, etc., have made selenium (Se) attractive. Unfortunately, pure Se 
element has disadvantages like short lifetime and low sensitivity [9]. This 
problem can be overcome by alloying Se with some impurity atoms (As, Te, Bi, 
Ge, Ga, Sb, etc.), which gives higher sensitivity, higher crystallization 
temperature and smaller aging effects [6,7]. Chalcogenide glasses in general and 
vitreous Te-based alloys in particular have been the subject of extensive work, 
with an emphasis on structure change due to their new technological applications 
in optical data storage, memory devices, CO2 detection [4,10]. The addition of an 
impurity has a pronounced effect on the optical properties of amorphous 
materials, and this effect can be widely different for different impurities [11]. 
Therefore, the ternary compounds involving As-Se-Te have interesting properties 
as well as technological applications because they form a wide range of glassy 
region [1].  

Photocurrent measurements have been widely used for understanding the 
defect states in glassy chalcogenides. In most of the chalcogenide glasses, long 
time exposure to light at room temperature, leads to an appreciable decrease in 
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photocurrent (photodegradation). This is found to be due to the formation of 
intimate valence alternation pairs under illumination. These defects are stable 
only at low temperatures and are converted by bond-switching reactions to 
random pairs of charged defects, known as light induced metastable defects 
[12,13]. These light induced metastable defects act as electron-hole trapping 
centers and decrease the photocurrent.  

Recombination is a key factor when describing photocarrier transport in 
chalcogenide glasses because it strongly affects the electrical and optical response 
of the chalgonide glass at all levels of external excitation. In order to determine 
the quality of a semiconductor, an important parameter is the photocarrier 
lifetime, because it provides information on the distribution of defects exist in the 
material. The defect and impurity levels affect the carrier lifetime directly by 
supplying an alternative recombination path or by acting as trapping centers. The 
carrier lifetime distribution of a material, therefore, provides a sensitive measure 
of sample quality.  

In the present work, we use frequency-resolved photocurrent (FRPC) 
spectroscopy on a-As and its compounds, at different light intensities and applied 
voltages. The exponent 𝜈𝜈 in the power-low relationship, 𝐼𝐼𝑝𝑝ℎ ∝  𝐺𝐺𝜈𝜈, between 
photocurrent and the carrier generation rate is also determined at different 
frequencies, wavelengths, and materials. The results are discussed in terms of the 
proposed models that try to explain the photocurrent response in relation to the 
localizes states.  

 
2.  Experimental details  
We produced the thin film of samples of a-As and its compounds by using a 

thermal evaporation unit. The materials used for these samples were from BDH 
chemicals with a high purity of 99.9992 %. Mostly we put co-planar Al or Au 
electrodes on the samples by using a suitable Al foil mask and the thermal 
evaporation unit. However, instead of using a crucible, the Al or Au ingots were 
evaporated directly from tungsten spiral. For electrode spacing, the different size 
Cu wires ranging between 0.1 mm and 0.2 mm were used as masks. Copper 
external leads were contacted with Ag paint. The current-voltage (I-V) 
measurements taken in dark proved that the contacts were perfectly ohmic. As 
noted previously [14], gold contacts perform better in injecting hole carriers and 
thus give larger photocurrents than aluminium contacts for these a-As and its 
chalcogenide compounds.  

The samples were excited by a HeNe or an Ar laser. An acousto optic 
modulator (IntraAction Corp., Model AOM-125) was used to modulate the light 
sinusoidally in the frequency range of 10 Hz to 100 kHz. The modulation 
amplitude amounted to 46 % of the bias light intensity. The modulated 
photocurrent signal excited in this way was measured and analysed by a lock-in 
amplifier (SR 530 Stanford Research System). The intensity of the excitation 
light was reduced by neutral density filters.  
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3.  Theory 
There are many transient photocurrent techniques [15-17] aimed primarily at 

probing the thermalization of photoexcited carriers in amorphous materials. On a 
longer time-scale, the decay of the photocurrent in the presence of recombination 
gives information about both deep recombination centers and traps in thermal 
equilibrium with the band. The response time is generally measured by measuring 
the time for the photocurrent to decay to some fraction of its initial value. 
Measurement of the modulation frequency dependence of the photocurrent is a 
complementary method of measuring the response time. Oscillatory modulation 
allows the investigation of details in the steady-state system response, whereas 
transient decay measurements average over a range of system conditions.  

The frequency-resolved photocurrent (FRPC) spectroscopy technique has 
already been described [18-20]. In its simplest form, the optical excitation of a 
sample is modulated with a small amplitude sinusoid and the sample response to 
this modulation is measured either in-phase or in-quadrature to the phase of the 
excitation modulation, using a lock-in dedection. Logarithmically sweeping the 
modulation frequency then generates a lifetime distribution directly.  

In the mathematical analysis of frequency-resolved spectroscoy (FRS) 
method, the in-  phase FRS gives the integral of lifetime distribution, between the 
limits 𝜏𝜏~(2𝜋𝜋𝜋𝜋)−1 and ∞, while the in-quadrature FRS gives the lifetime 
distribution directly. For a system with a single characteristic lifetime 𝜏𝜏, the in-
quadrature FRS spectrum is a symmetric band, of half width 0.7 decades peaked 
at the frequency 
 
 𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 1

2𝜋𝜋𝜏𝜏 (1) 

 
 
     
The lock-in output from all lifetime components as the frequency is swept is given 
by 
 
 𝑆𝑆(𝜋𝜋) =  ∫ 𝑃𝑃(𝜏𝜏)𝑠𝑠(𝜋𝜋, 𝜏𝜏)𝑑𝑑𝜏𝜏

∞

0
 

(2) 

   
where 𝑃𝑃(𝜏𝜏) is the lifetime distribution, and 𝑠𝑠(𝜋𝜋, 𝜏𝜏) is the response function. For 
quadrature the lock-in response function is given by 
 
 𝑠𝑠(𝜋𝜋, 𝜏𝜏) = 𝑔𝑔𝑟𝑟

(𝜋𝜋𝜏𝜏 + 1
𝜋𝜋𝜏𝜏)

 (3) 

 
while in-phase FRS, it takes the following form 
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 𝑠𝑠(𝜔𝜔, 𝜏𝜏) =  𝑔𝑔𝑟𝑟
(1 + 𝜔𝜔2𝜏𝜏2) (4) 

    
 
where 𝑔𝑔𝑟𝑟 is the excitation rate. For comparison, the in-quadrature and phase 
response functions of a-As are represented together in Fig.1. Althoug the in-
quadrature FRS is the most useful form, the in-phase version can also give 
important additional information on the existence of fast processes beyond the 
time domain of the in-quadrature measurements. It is worth remembering that if 
one knows the quadrature response from 𝜔𝜔 = 0 → ∞ (which one does not), a 
Kramers-Kronig transform will give the in-phase response. That is all the 
information is in either response, if complete in 𝜔𝜔. 
 

 
Fig.1. Freqency-resolved photocurrent (FRPC) response function of a-As for the 

in-quadrature (Eq. (3)) and in-phase (Eq. (4)) with a single well defined 
lifetime. Excitation: HeNe laser (632.8 nm, 2314 μW). Applied voltage: 500 V. 

(a.u, arbitrary units). 
 
4. Results and discussion  

The in-phase and in-quadrature frequency-resolved photocurrent (IP-FRPC 
and IQ-FRPC)) responses of the samples in the frequency interval between 10 Hz 
and 100 kHz were measured as a function of the intensity of the excitation light 
and applied voltages. Since the energy of the excitation light is much higher than 
the optical band gap of these materials, we assume that the carriers are 

101 102 103 104 105

0.0

0.2

0.4

0.6

0.8

1.0

 IQ o/p
 IP o/p

FR
PC

 R
es

po
ns

e F
un

cti
on

 (a
.u)

Modulation Frequency (Hz)



31

 𝑠𝑠(𝜔𝜔, 𝜏𝜏) =  𝑔𝑔𝑟𝑟
(1 + 𝜔𝜔2𝜏𝜏2) (4) 

    
 
where 𝑔𝑔𝑟𝑟 is the excitation rate. For comparison, the in-quadrature and phase 
response functions of a-As are represented together in Fig.1. Althoug the in-
quadrature FRS is the most useful form, the in-phase version can also give 
important additional information on the existence of fast processes beyond the 
time domain of the in-quadrature measurements. It is worth remembering that if 
one knows the quadrature response from 𝜔𝜔 = 0 → ∞ (which one does not), a 
Kramers-Kronig transform will give the in-phase response. That is all the 
information is in either response, if complete in 𝜔𝜔. 
 

 
Fig.1. Freqency-resolved photocurrent (FRPC) response function of a-As for the 

in-quadrature (Eq. (3)) and in-phase (Eq. (4)) with a single well defined 
lifetime. Excitation: HeNe laser (632.8 nm, 2314 μW). Applied voltage: 500 V. 

(a.u, arbitrary units). 
 
4. Results and discussion  

The in-phase and in-quadrature frequency-resolved photocurrent (IP-FRPC 
and IQ-FRPC)) responses of the samples in the frequency interval between 10 Hz 
and 100 kHz were measured as a function of the intensity of the excitation light 
and applied voltages. Since the energy of the excitation light is much higher than 
the optical band gap of these materials, we assume that the carriers are 

101 102 103 104 105

0.0

0.2

0.4

0.6

0.8

1.0

 IQ o/p
 IP o/p

FR
PC

 R
es

po
ns

e F
un

cti
on

 (a
.u)

Modulation Frequency (Hz)

photoexcited between extended states and then a trap limited recombination 
occurs at room temperature. 

Fig. 2 shows IQ-FRPC and IP-FRPC spectra of a-As for different excitation 
intensities of HeNe laser (632.8 nm). Applied voltage was 500 V. As seen from 
the IQ-FRPC spectra, there is only one single broad spectra. This means that 
there is only one characteristic lifetime.  
 

 

 
Fig. 2. (a) IQ-FRPC and (b) IP-FRPC spectra of a-As for different excitation 

intensities of HeNe laser (632.8 nm).  
 
Using Eq. (1), a lifetime of about 5 µs was calculated from the peak 

frequency of 31622 Hz. Fig. 3 shows the effect of applied voltage on the IQ-
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FRPC and IP-FRPC spectra. In Figs. 2 and 3, however, the lifetime is found to 
be independent of excitation intensity and applied voltage. The magnitude of 
IQ- and IP-FRPC decreases with decreasing light intensities and voltages as 
expected. At room temperature, the photocarriers may be thermally ionized 
from recombination or trapping states, in which only one recombination path is 
present.  

 

 
Fig. 3. (a) IQ-FRPC and (b)  IP-FRPC spectra in a-As at different applied 

voltages. Excitation: HeNe (632.8 nm, 2314 μW). 
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FRPC and IP-FRPC spectra. In Figs. 2 and 3, however, the lifetime is found to 
be independent of excitation intensity and applied voltage. The magnitude of 
IQ- and IP-FRPC decreases with decreasing light intensities and voltages as 
expected. At room temperature, the photocarriers may be thermally ionized 
from recombination or trapping states, in which only one recombination path is 
present.  

 

 
Fig. 3. (a) IQ-FRPC and (b)  IP-FRPC spectra in a-As at different applied 

voltages. Excitation: HeNe (632.8 nm, 2314 μW). 

101 102 103 104 105

0.0

4.0x104

8.0x104

1.2x105

(a)
 500 V
 400 V
 300 V
 200 V
 100 V

IQ
-F

R
PC

 R
es

po
ns

e 
(a

.u
)

Modulation Frequency (Hz)

101 102 103 104 105

0.0

5.0x104

1.0x105

1.5x105

2.0x105

2.5x105 (b)
 500 V
 400 V
 300 V
 200 V
 100 V

IP
-F

R
PC

 R
es

po
ns

e 
(a

.u
)

Modulation Frequency (Hz)

The next series of our experiments concerns the light intensity dependence of 
photocurrent, 𝐼𝐼𝑝𝑝ℎ. For these measurements, the light intensity was increased in 
steps from 23.1 μW up to 2314 μW. Fig. 4 shows the light intensity dependence 
of photocurrent at two different outputs (IP and IQ) and modulation frequencies 
(10 Hz and 1 kHz). According to the power-law relatioship, 𝐼𝐼𝑝𝑝ℎ ∝  𝐺𝐺𝜈𝜈, between 
light generation flux and photocurrent, the plot between 𝑙𝑙𝑙𝑙(𝐼𝐼𝑝𝑝ℎ) and 𝑙𝑙𝑙𝑙(𝐺𝐺) 
should be straight line. The exponent 𝜈𝜈 is calculated from the slope of the curve 
plotted in Fig. 4. However the result of 10 Hz of IQ o/p for 𝜈𝜈 is not reliable much 
in this type of experiment, so we can not plot it due to very small signal dedected 
at this frequency.   
 

 
Fig. 4. Excitation (HeNe) intensity dependence of photocurrent of a-As at two 
different IP and IQ outputs, and frequencies. The calculated values of exponent 

ν in Iph ∝  Gν are also shown on the figure. 
 

As seen from Fig. 4, the exponent, 𝜈𝜈, inreases with increasing modulation 
frequency due to the release rate of fotocarriers from the deep level traps. There 
is also a difference between IP and IQ outputs for 𝜈𝜈 at the same frequency of 1 
kHz. We have no idea for this result now. It may be the lock-in amplifier effect. 

We have also examined the effect of different excitation wavelengths on 𝜈𝜈. 
Table 1 shows this result for a-As. The blue light (476.5 nm) has a larger 𝜈𝜈 value 
than that of other wavelengths of 632.8 nm and 528.0 nm due to the high 
absorption of excitation light at low wavelengths.  
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Table 1. Comparison of the exponent 𝜈𝜈 in 𝐼𝐼𝑝𝑝ℎ ∝  𝐺𝐺𝜈𝜈 at three different excitation 
wavelengths. Vapp = 500 V, T = 290 K. 

Wavelength (nm) 632.8 528.0 476.5 
Exponent, 𝜈𝜈 0.72±0.03 0.72±0.07 0.85±0.09 

 
The intensity and the photon energy dependence of FRPC response at room 

temperature may be interpreted through the kinetics of photoinduced transitions 
and thermal relaxations between the extended and localized states, or in terms of 
the charged defect concept. 

Rose [21] suggests that 𝜈𝜈 = 1 corresponds to monomolecular recombination 
and 𝜈𝜈 = 0.5 to bimolecular recombination. However, in the case of continuous 
distribution of traps the value of 𝜈𝜈 may be anywhere between 0.5 and 1.0 
depending on the light intensity and temperature range.  

 It is now well known that the value of the exponent 𝜈𝜈 differs in various 
materials. In most cases, a sublinear dependence is found and the exponent 𝜈𝜈 in 
the power-law relation (𝐼𝐼𝑝𝑝ℎ ∝  𝐺𝐺𝜈𝜈)  has quite complicated variations with photon 
energy, light intensity, temperature, modulation frequency and applied field [11]. 
Table 2 shows a comparative 𝜈𝜈 values for a-As and its compounds at the same 
experimental conditions. All results lie between about 0.59 and 0.72, indicating 
the presence of a continuous distribution of localized states in the energy gaps of 
materials used.  

 
Table 2. A comparison of the exponent 𝜈𝜈 in 𝐼𝐼𝑝𝑝ℎ ∝  𝐺𝐺𝜈𝜈 for different compounds 

of a-As under identical conditions. Exc.: HeNe (2314 μW), Vapp = 500 V, T = 290 
K. 

Materials Exponent, 𝜈𝜈 
a-As 0.72 ± 0.03 

a-AsS 0.66 ± 0.01 
a-As2S3 0.69 ± 0.07 
a-AsTe 0.70 ± 0.04 
a-AsSe 0.60 ± 0.07 

a-As2Se4-8 0.59 ± 0.03 
a-As2S3Se 0.69 ± 0.02 

 
The exponet 𝜈𝜈 in power-law could qualitatively be associated with the amount 

of recombination centers located in energy gap; a higher value of 𝜈𝜈, in general, 
implies a higher rate of carrier recombination. In this respect, the pure a-As has a 
larger photocarrier recombination rate than other materials given in Table 2. The 
addition of S, Te and Se to As increases the charged defects.   

However a full interpretation of the results given in Table 1 and 2, clearly 
needs a sufficiently detailed knowledge of the recombination mechanism which 
is not presently available.  
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Fig. 5 shows the FRPC response vs the applied voltage for IP and IQ outputs. 
As seen, both outputs are linear with different slopes under the blue illumination 
of 476.5 nm.    
  

 
Fig. 5. Applied voltage dependence of IP- and IQ-FRPC response of a-As.  f=10 
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78.5 µW and 2314 μW at room temperature. However, this lifetime is found to 
be independent of the excitation light intensity and the applied electric field. 

We also measured the exponent 𝜈𝜈 in the power-law, 𝐼𝐼𝑝𝑝ℎ ∝  𝐺𝐺𝜈𝜈. At room 
temperature the photocurrent is found to be sublinear in photon flux, with the 
exponent of 0.66-0.89 in the measured frequency and intensity ranges for a-As. 
The exponent, 𝜈𝜈 was also compared for different compounds of a-As, under the 
same experimental conditions. All 𝜈𝜈 values are found to be between 0.59 and 
0.72, which indicate the presence of the continuous distribution of localized states 
in their band gaps.  

The 𝜈𝜈 value of a-As was found to be a little excitation wavelength dependent. 
The dependence of 𝜈𝜈 can be related to the light absorption profiles of a-As.   

 However, IP and IQ outputs of the lock-in amplifier give a little different, but 
complicated results for 𝜈𝜈. We think that this is due to instrumental effect.    

Our presented results of the recombination lifetime and intensity dependence 
of photocurrent show that the recombination occurs through the trap states at 
room temperature. Therefore the relase rate from traps controls both the lifetime 
and photocurrent processes.   
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1. Introduction 
 
Over the past several yearsRE-TM (Rare Earth-Transition Metals) thin films 

have been widely investigated due to their macroscopic physical properties such 
as remarkable structural, mechanical and thermal characteristics which originate 
from the intrinsic of the material. RE-TM alloys usually present perpendicular 
magnetic anisotropy and, when they are prepared in the form of thin films, they 
represent periodic magnetic domain above a certain critical thickness, with 
lateral dimensions in the range of a few hundred nanometers [1-4].Various 
methods were used to specify the first- and second-order anisotropy constants 
which successfully applied on intermetallic crystals[5] and magnetic thin films 
[6].  

More recently, Alvarez-Prado et al.[7] have determined the anisotropy 
contributions in the second-order approximation in amorphous Nd-Co thin films 
by micromagnetic simulations so that these films exhibit stripe shaped periodic 
magnetic domains with local out-of-plane magnetization components due to 
their perpendicular magnetic anisotropy. They have observed that the first- and 
second-order anisotropy constants, 𝐾𝐾1 and 𝐾𝐾2 respectively, must be used to 
properly describe the variation of the stripe domains with the in-plane applied 
field. Their method presents that an accurate description of magnetic anisotropy 
in Nd-Co amorphous films needs including the second-order anisotropy 
constant,𝐾𝐾2, despite being one order of magnitude smaller than 𝐾𝐾1. The second-
order anisotropy 𝐾𝐾2 plays a crucial role in the magnetic behaviour, resulting in 
magnetization of ultrathin magnetic films [8]. Theoretical models should regard 
especially by considering the role of finite-size walls [9].      

It is of interest to study the magnetostatic solution for the total energy of the 
stripe pattern for well-separated walls with the perpendicular applied magnetic 
field,𝐻𝐻, by considering anisotropies in the second-order approximation. In this 
work, we would like, however, to consider the magnetization processand also 
compare the results with experimental observations at low and room 
temperatures. 

 
2. Calculations and discussion 
In this work the film is taken as an infinite slab parallel to the 𝑥𝑥 − 𝑦𝑦 plane 

with thickness 𝐿𝐿 along the 𝑧𝑧 coordinate. We presume a stripe configuration of 
walls which is the equilibrium configuration for the continuum model [10,11]. 
We take into account only the situation in which the domain walls are 
sufficiently widely separated for the interactions between walls to be neglected. 
The dipolar energy depends on the value of the perpendicular magnetization in 
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the film. The average perpendicular magnetization will vanish over the region 
of the wall and this effect causes strong changes in the dipolar energy. Since our 
theory is valid only for well- separated walls in which 𝜔𝜔 represents the domain 
wall width, we use the continuum model to calculate the dipolar energy 
throughout. The quantity 𝜔𝜔 is not constant and depends on film parameters, in 
particular, on the film thickness 𝐿𝐿, as well. Given a regular array of stripe 
pattern and assuming that the finite wall width,𝜔𝜔, is important when compared 
with the stripe period in which the exchange energy would be important. Within 
these assumptions, the total energy of the system is given by[12,13]: 

 
 𝑈𝑈𝑡𝑡 =  {𝑈𝑈𝑑𝑑 + 𝑈𝑈𝑒𝑒 + 𝑈𝑈𝑎𝑎1}𝑠𝑠𝑠𝑠𝑠𝑠2𝜃𝜃 +  𝑈𝑈𝑎𝑎2𝑠𝑠𝑠𝑠𝑠𝑠4𝜃𝜃 −  (𝑈𝑈𝑎𝑎1 +  𝑈𝑈𝑎𝑎2) +  𝑈𝑈𝑜𝑜

− 𝑈𝑈𝑧𝑧 
(1) 

 
where 𝜃𝜃 is the angle between magnetization and normal to the film plane. 

The first term of the curly brackets, which denotes the magnetostatic energy, is 
found by expanding the magnetic potential in a Fourier series and matching to 
the boundary conditions as explained in a previous work [13]. For wider domain 
walls the magnetostatic energy per unit area is given by: 

 
 𝑈𝑈𝑑𝑑 =  (2𝜋𝜋𝑀𝑀𝑜𝑜

2𝑎𝑎𝑜𝑜)𝑠𝑠𝑙𝑙 [(1 − 4𝜉𝜉
𝜋𝜋2) − 2

𝜋𝜋  𝒩𝒩(𝜉𝜉)(𝑘𝑘𝑎𝑎𝑜𝑜)𝑠𝑠𝑙𝑙] (2) 

 
where 𝑀𝑀𝑜𝑜 is the saturation magnetization, 𝑎𝑎𝑜𝑜 is the lattice spacing, 𝑠𝑠𝑙𝑙 is the 

number of atomic layers, 𝜉𝜉 is defined as 𝜔𝜔 𝐷𝐷⁄  , 𝑘𝑘 = 1 𝐷𝐷⁄  , 𝒩𝒩(𝜉𝜉) = 2𝑃𝑃 + ln (1
𝜉𝜉), 

and the value of 𝑃𝑃 is obtained from the finite series [11] and is 𝑃𝑃 ≅ 0.635. The 
second term of the curly brackets in Eq. 1 is the exchange energy per unit area 
in the wall and is given by [10] 

 
 

𝑈𝑈𝑒𝑒 =  𝜋𝜋2

2𝜉𝜉
𝐴𝐴
𝑎𝑎𝑜𝑜

(𝑘𝑘𝑎𝑎𝑜𝑜)2𝑠𝑠𝑙𝑙 (3) 

 

where 𝐴𝐴 = 2𝐽𝐽𝑆𝑆2
𝑎𝑎𝑜𝑜⁄ , and 2𝐽𝐽𝑆𝑆2 is the interaction energy between the nearest 

neighbours. The third term of the curly brackets in Eq. 1 is the anisotropy 
energy per unit area in the wall which is written as [10,13] 

 
 

𝑈𝑈𝑎𝑎1 =  − 𝐾𝐾𝑠𝑠
1

2 (1 − 4𝜉𝜉
𝜋𝜋2) 𝑠𝑠𝑙𝑙 (4) 
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1

2 (1 − 4𝜉𝜉
𝜋𝜋2) 𝑠𝑠𝑙𝑙 (4) 

 

 

where𝐾𝐾𝑠𝑠
1 = 𝐾𝐾1𝑎𝑎𝑜𝑜 represents the first-order anisotropy energy per unit of 

area.In Eq. 1, 𝑈𝑈𝑎𝑎2 represents the second-order anisotropy energy per unit of area 
which is written as similar to Eq. 4 above in which 𝐾𝐾𝑠𝑠

2 indicates the second-
order anisotropy energy per unit of area. In Eq. 1, 𝑈𝑈𝑜𝑜 is anisotropy energy 
which is independent of the angle and is usually ignored. The last term in Eq. 
(1) correspons to the Zeeman energy. We first define a normalized energy, 𝐸𝐸 =
 𝑈𝑈𝑡𝑡
𝐸𝐸𝑜𝑜

where 𝐸𝐸𝑜𝑜 = 2𝜋𝜋𝑀𝑀𝑜𝑜
2𝑎𝑎𝑜𝑜, and𝑛𝑛𝑙𝑙 = 𝐿𝐿

𝑎𝑎𝑜𝑜
,𝑅𝑅 =  𝐴𝐴

𝑎𝑎𝑜𝑜𝐸𝐸𝑜𝑜
,𝑓𝑓1 =  𝐾𝐾𝑠𝑠1

2𝐸𝐸𝑜𝑜
 ,𝑓𝑓2 =  𝐾𝐾𝑠𝑠2

2𝐸𝐸𝑜𝑜
, 𝑓𝑓3 =  𝑓𝑓1 +

𝑓𝑓2 and therefore the expression for 𝐸𝐸 is given by 
 
  𝐸𝐸 =  𝑛𝑛𝑙𝑙 [{(1 − 𝑓𝑓1) (1 − 4𝜉𝜉

𝜋𝜋2) − 2
𝜋𝜋 𝒩𝒩(𝜉𝜉)(𝑘𝑘𝑎𝑎𝑜𝑜)𝑛𝑛𝑙𝑙

+ 𝜋𝜋2𝑅𝑅
2𝜉𝜉 (𝑘𝑘𝑎𝑎𝑜𝑜)2} 𝑠𝑠𝑠𝑠𝑛𝑛2𝜃𝜃 − 𝑓𝑓2 (1 − 4𝜉𝜉

𝜋𝜋2) 𝑠𝑠𝑠𝑠𝑛𝑛4𝜃𝜃

+ 𝑓𝑓3 (1 − 4𝜉𝜉
𝜋𝜋2) − ℎ 𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 ] 

 

 

(5) 

Byminimizing of Eq. 5 with respect to(𝑘𝑘𝑎𝑎𝑜𝑜) and 𝜃𝜃 we obtain Eqs. 6 and 7 
respectively in the following: 

 
 (𝑘𝑘𝑎𝑎𝑜𝑜) =  2𝜉𝜉𝒩𝒩(𝜉𝜉)𝑛𝑛𝑙𝑙

𝜋𝜋3𝑅𝑅  (6) 

 
and  
 
 

− ℎ
2 = [(1 − 𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒) (1 − 4𝜉𝜉

𝜋𝜋2) − 2𝜉𝜉𝑁𝑁2(𝜉𝜉)𝑛𝑛𝑙𝑙
2

𝜋𝜋4𝑅𝑅 ]  𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃

+ 2𝑓𝑓2 (1 − 4𝜉𝜉
𝜋𝜋2) 𝑐𝑐𝑐𝑐𝑠𝑠3𝜃𝜃 

 (7) 

 
where ℎ =  𝐻𝐻

2𝜋𝜋𝑀𝑀𝑜𝑜
 and also 𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒 =  𝑓𝑓1 + 2𝑓𝑓2 [7] which is the effective uniaxial 

anisotropy constant. From Eq. 6 we can see that the actual values of 𝐷𝐷 and 𝜔𝜔 
depend on 𝑅𝑅, and therefore on the way of dealing with the exchange energy.   

The surface anisotropy constants display different behaviours with film 
thickness, with the first-order presenting the usual inverse of ferromagnetic 
layer thickness. Besides this inverse of thickness behaviour, the second order 
also comes up with a constant value[14]. 

Alvarez-Prado et al.[7] experimentally showed that the amorphous Nd-Co 
thin films exhibit stripe shaped periodic magnetic domain with local out-of-
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plane magnetization components due to their perpendicular magnetic 
anisotropy. They observed that the first and second anisotropy constans must be 
used to properly describe the variation of the stripe domains with the out- and 
in-plane applied magnetic field. Experimentally the stripe period is of the order 
of 180 nm at 300 K with a decreasing as a function of field obtain from the 
magnetic force microscope measurements. At low fields they reported that there 
is a small deviation between the calculated and experimental behaviour. One of 
the simulated magnetization components is parallel to the external field in 
which this component only takes significant values at the domain walls so that 
increases at high temperatures. The values they used are the following: 𝐿𝐿 =
100 𝑛𝑛𝑛𝑛, 𝑀𝑀𝑆𝑆 = 1.06 × 106 𝐴𝐴/𝑛𝑛, 𝐾𝐾1 = 8.7 × 105 𝐽𝐽

𝑛𝑛3⁄ and 𝐾𝐾2 = 3.4 ×

105 𝐽𝐽
𝑛𝑛3⁄  at 10 K. They also used for the exchange stiffness constant 𝐴𝐴 =

0.7 × 10−11 𝐽𝐽 𝑛𝑛⁄  which is typical of amorphous RE-TM alloys for all 
temperatures.  

 
Further, inserting Eq. 6 into Eq. 5, we get the normalized minimum free 

energy which is given by 
 
 

𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚 =  𝑛𝑛𝑙𝑙 [{(1 − 𝑓𝑓1) (1 − 4𝜉𝜉
𝜋𝜋2) − 2𝜉𝜉𝒩𝒩2(𝜉𝜉)𝑛𝑛𝑙𝑙

2

𝜋𝜋4𝑅𝑅 } 𝑠𝑠𝑠𝑠𝑛𝑛2𝜃𝜃 − 𝑓𝑓2 (1 − 4𝜉𝜉
𝜋𝜋2) 𝑠𝑠𝑠𝑠𝑛𝑛4𝜃𝜃 + 𝑓𝑓3 (1 − 4𝜉𝜉

𝜋𝜋2)

− ℎ 𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃] 

(
8) 

 
It is easy to show that as 𝜉𝜉 varies in the interval 10−1 − 1, 𝑓𝑓2 attains its 

minimum value for 𝜉𝜉 = 1, and then increases monotonically for decreasing 𝜉𝜉.   
 
Figures 1(a) and (b) present the normalized minimum free energy of the 

stripe domain structure vs. 𝑅𝑅 in units of 𝐸𝐸𝑜𝑜 in films of the 100 𝑛𝑛𝑛𝑛, in which 
𝑓𝑓1 = 0.96, 𝑓𝑓2 = 0.38at 300 K and  also 𝑓𝑓1 = 0.62, 𝑓𝑓2 = 0.24 at 10 K 
respectively which are experimental data of Ref.[7].  
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𝑛𝑛3⁄ and 𝐾𝐾2 = 3.4 ×

105 𝐽𝐽
𝑛𝑛3⁄  at 10 K. They also used for the exchange stiffness constant 𝐴𝐴 =
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Further, inserting Eq. 6 into Eq. 5, we get the normalized minimum free 

energy which is given by 
 
 

𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚 =  𝑛𝑛𝑙𝑙 [{(1 − 𝑓𝑓1) (1 − 4𝜉𝜉
𝜋𝜋2) − 2𝜉𝜉𝒩𝒩2(𝜉𝜉)𝑛𝑛𝑙𝑙

2

𝜋𝜋4𝑅𝑅 } 𝑠𝑠𝑠𝑠𝑛𝑛2𝜃𝜃 − 𝑓𝑓2 (1 − 4𝜉𝜉
𝜋𝜋2) 𝑠𝑠𝑠𝑠𝑛𝑛4𝜃𝜃 + 𝑓𝑓3 (1 − 4𝜉𝜉

𝜋𝜋2)

− ℎ 𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃] 

(
8) 

 
It is easy to show that as 𝜉𝜉 varies in the interval 10−1 − 1, 𝑓𝑓2 attains its 

minimum value for 𝜉𝜉 = 1, and then increases monotonically for decreasing 𝜉𝜉.   
 
Figures 1(a) and (b) present the normalized minimum free energy of the 

stripe domain structure vs. 𝑅𝑅 in units of 𝐸𝐸𝑜𝑜 in films of the 100 𝑛𝑛𝑛𝑛, in which 
𝑓𝑓1 = 0.96, 𝑓𝑓2 = 0.38at 300 K and  also 𝑓𝑓1 = 0.62, 𝑓𝑓2 = 0.24 at 10 K 
respectively which are experimental data of Ref.[7].  

 

 

 

 
Fig. 1 The normalized minimum energy as a function of 𝑅𝑅 for 𝐿𝐿 = 100 𝑛𝑛𝑛𝑛 

at 300 K (a) and 10 K (b). 
 
As can be seen from these figures, 𝑅𝑅 ≅ 3400 which is saturation point at 

𝜉𝜉 = 0.2 and 𝜃𝜃 = 𝜋𝜋/12. Although it is not shown here, we have found the 
similar figures for different values of 𝜃𝜃 and 𝜉𝜉. We assume 0 ≤ ℎ ≤ 0.5 for the 
amorphous Nd-Co thin film[7]. 
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Parts (a) and (b) in Figure 2 represent the𝑀𝑀 𝑀𝑀𝑜𝑜⁄  vs. 𝐻𝐻 4𝜋𝜋𝑀𝑀𝑜𝑜⁄  with the field 

applied perpendicular to the film. It can be seen that calculated magnetization 
curves are given for some values of 𝜉𝜉.  

 

 
Fig. 2Magnetization process for the stripe domain structure with several 

parameter of 𝜉𝜉 at 300 K (a) and 10 K (b). 
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The magnetization curves are not straight line in general, as would be 
expected from classical continuum theory but show characteristic deviations. 
Saturation occurs in a field smaller than 4𝜋𝜋𝑀𝑀𝑜𝑜, which is agreement with the 
Ref.[7]. For small 𝜉𝜉, the film can be magnetized easily, because the normalized 
saturation field is small. With increasing 𝜉𝜉, the normalized saturation field 
increases, corresponding to the fact that the energy difference between the 
saturation state and the demagnetized state becomes larger for the larger value 
of 𝜉𝜉. In the linear model, when 𝜉𝜉 tends to 1, it corresponds to a vanishing 
domain but as the domain width varies very rapidly in this region, and thus the 
contribution of the walls to the total energy soon becomes very small. 

In Figures 3(a,b) we quote the experimental data of Ref.[7], fitted Eqs. (6) 
and (7) to the experimental data.  
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    Fig. 3 Field dependent stripe domain period at 300 K (a) and 10 K (b). 
 
This fitting was made by using the 𝜃𝜃 = 0°at low and room temperatures. Its 

variation with the applied magnetic field is displayed in Fig. 3(a) for 300 K. The 
value of 𝐷𝐷 near remanence is of the order of 240 nm which is close to their 
simulation value[7]. As can be seen in Fig. 3(b), at low temperature, the value 
of 𝐷𝐷 is near remanence is of the order of 130 nm which is smaller than the room 
temperature result. At low temperatures, the effective film anisotropy is larger 
than the magnetostatic energy indicating a strong perpendicular magnetic 
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anisotropic material but, as temperature increases, the material could have a 
transition to a weak perpendicular magnetic anisotropy regime. In particular, at 
300 K, 𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒 = 1.72 and, at 10 K, 𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒 = 1.09. This anisotropy behaviour is 
characteristic of two magnetically coupled 3d-4f sublattices with competing 
anisotropies. 

 
3. Conclusions 
Asa conclusion, we determined the total energy of the magnetized film 

including the magnetostatic energy, anisotropy energies in the second-order 
approximation, and the exchange energy in perpendicular applied magnetic 
field by using a continuum model. It is found that the total energy depends on 
anisotropy constants, crystallographic orientation and film thickness. Also we 
have derived a good expression for the equilibrium width of the domain pattern.  

The magnetization process due to the external perpendicular field was 
calculated numerically for the stripe domain structure under the assumption of 
the well-separeted walls. The numerical calculations indicated that the 
magnetization process hascharacteristic deviations. The domain size and also 
calculated magnetization curve were compared with the experimental data for 
amorphous Nd-Co thin films and good coincidence was obtained between both 
curves.  
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1. Introduction 
Since prehistorical times, humans have invented for reasons such as 

facilitating their daily lives and ensuring their safety. However, inventions in 
history brought along some problems. The biggest problem that arose from the 
invention of aircraft were the fatal accidents caused by aircraft. Focusing on 
taking precautions by learning from bad experiences, human beings also try to 
eliminate or minimize fatal accidents caused by aircraft. One of the most 
important types of accidents that require precautions, which is the subject of 
fatal accidents in aviation almost every year, is icing. According to the Air 
Safety Institute, 388 accidents, which represent 12 percent of all aircraft 
accidents during 1990-2000, occurred due to ice. [1]. This figure shows the 
significance of ice-related accidents and indicates that it is something that 
should be paid attention to. Precautions have also been taken against ice-related 
accidents and are still being taken. Anti-Icing systems have been recommended 
to prevent ice formation, and de-icing systems have been recommended to 
eliminate current icing. These mechanistic, chemical, electrical, and energy 
rules are being used and developed today [2]. These systems are generally 
available in aircraft, but are usually left to pilot use. Pilots operate the anti-icing 
and de-icing systems when he or she detects the presence of icing. This can 
cause accidents due to the pilot's carelessness or inexperience. [3]. The fact that 
the anti-icing and de-icing systems are not completely under the control of the 
pilot, and that they are activated automatically is an important issue for the safe 
flight of the aircraft. Anti-icing and de-icing systems can be activated 
automatically, depending on the degree of icing risk in aircraft. When the icing 
risk level is 3, ice prevention and removal systems should be activated [14]. The 
degree of icing risk depends on different parameters, but among these 
parameters, parameters such as temperature and humidity are the most decisive.  

With regard to icing on aircraft, there has been work by scientists from many 
fields. Palacios et. al. have introduced a non-thermal ultrasonic-based anti-icing 
system for rotor blades. They have studied the effects of ultrasonic waves on 
icing strength at different frequencies and amplitudes [4]. Aykanet. al. have 
tried to detect and control the icing on wings of the F16 fighter jet during a 
flight. They identified the aircraft’s icing model with the parameters known as 
stability variants and determined the icing after monitoring the changes in the 
Extended Kalman filter (EKF) innovation process of the aircraft’s dynamic 
characteristics [5]. Boduroğlu studied on a thermal anti-icing system applicable 
to the wings of a Boeing 737-800 aircraft. Thermal anti-icing systems operate 
by blowing hot air on wings which are exposed to icing. In the study, the heat 
required against icing was calculated using boundary layer equations, thereby 
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obtaining the hot air blowing capacity [6]. Fenar tried to predict the icing risk in 
his study using artificial neural networks. Initially, artificial neural networks 
were trained with ambient temperature, amount of water in the air, and freezing 
point, then the icing risk was estimated accordingly [3]. Johansen and Sorensen 
recommended an electro thermal-based autonomous icing protection system for 
drones. They have an electrothermal welding on the surface of the aircraft, a 
central control unit as well as an icing protection solution. The control unit is 
equipped with a built-in bundle of atmospheric sensors measuring ambient 
atmospheric conditions. When an icing risk arises, control algorithms check the 
energy supplied to electro-thermal sources for heat control [7]. Gliwaet. al. 
provided automatic control of anti-icing system for Diamod DA42 aircraft. 
They created their work by using Matlab’s Fuzzy Logic Toolbox package. They 
took four parameters into consideration; weather temperature, cloud water 
content, temperature of the plane and rain. In the first stage, they determined the 
potential ice density in the aircraft and then automatically adjusted the anti-icing 
system [8]. In its study, Akbal used numerical calculations on the aircraft wing 
to calculate the ice thickness and determine the type of ice in the area where the 
maximum air velocity was seen. He calculated the time after which the 
accumulation of ice on the wings switched to the glassy ice and the thickness of 
the water layer on the surface during the transition to the glassy ice [9]. Akbal 
also developed a computer program using Fortran, Techplot, and 
GetGraphDigitizer software for glaciation simulation on wings, tail, and 
cylinder geometries to solve the icing problem [10]. Vertuccioet. get. designed a 
thermal anti-icing system to prevent icing on aircraft surfaces using flexible 
graphene film/paper. They used less power than other solutions to break the ice 
with the flexible heating paper they designed [11] while offering high 
mechanical properties. Li et. al, estimates maximum ice thickness, icing area, 
and icing risk rating using XGBoost supervised learning algorithm. In XGBoost 
model, the liquid water content, droplet diameter and exposure time were set as 
input parameters. They used precision, recall, F-score and confusion matrix in 
their icing risk rating estimation. Out of 521 data, 512 data was classified 
correctly, whereas 9 data was classified incorrectly. The accuracy, precision and 
F-score values were above 0.95 [12]. Shen et. al. combined the mass and 
temperature transfer model of anti-icing surface with the shell temperature 
equations to simulate aircraft thermal anti-icing systems and to decode the 
combined heat transfer of air droplet flow and solid surface. The method, which 
has been developed based on the heat flow, can directly decode the 
thermodynamic model of the back-flow water, while temperature-based 
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methods have been shown to have reached the solution at a higher calculation 
rate [13].  

In the study, icing risk degree estimation was made using data consisting of 
temperature, humidity, rain and aircraft temperature input parameters. For icing 
risk estimation, k nearest neighbor algorithm (KNN), support vector machines 
(SVM), random forest algorithm (RF), bagging algorithm, augmentation 
algorithm and decision trees (DT) were applied. In addition, an artificial neural 
network model was created and training was provided in this model. In order to 
increase the model performances, hyper parameter tuning was done manually 
for the models. Results are given with accuracy, precision, sensitivity, and f-
score. Among the applied artificial intelligence models, the model that gives the 
most optimum result has been proposed. The proposed model is modeled using 
Simulink/Waijungblockchain and embedded in STM32F4 Discovery board. 
Outputs are observed with the help of a led. 

 
2. Materials and Methods 
2.1. Icing on Aircrafts 
Icing in aircraft is a major risk related to flight safety caused by atmospheric 

conditions that depend on meteorological conditions. Ice in aircraft can occur 
while the aircraft is on the land or in the air [14]. Icing density in aircraft is 
divided into different categories. The objective is to define and report on the 
icing. To determine the severity of the icing, the US Federal Aviation Company 
has identified four main categories, namely trace, light, moderate and severe. 
These categories and their descriptions are given in Table 1 [14, 15]. 

 
Table 1 Identification of icing risk levels [15] 

Category Description 
Trace This is the degree of icing that is noticeable, although difficult to see. Appears as a 

white line. De-icing and anti-icing equipment is not required unless the icing 
condition lasts more than one hour. 

Light If aircraft icing continues for more than 1 (one) hour, the white-line ice forming at 
the front edge of the wings starts to expand and the aircraft's performance is 
affected. Therefore, the icing protection system needs to be operated. 

Moderate  Even a short-term icing period is very dangerous. With the anti-icing system or 
icing-protection system, the icing must be prevented or removed from the aircraft. 
It may be necessary to stop ice, change altitude and change direction in the 
moderate-level icing. 

Severe At this stage, the aircraft should return to safe airspace conditions as soon as 
possible. The aircraft needs to change altitude or direction. Because even if the ice-
protection or anti-icing equipment is activated, the icing is unstoppable, and the 
effect of the icing is not diminished. 
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If the pilot is late to operate the de-icing and anti-icing system, as illustrated 
by table 1, the aircraft may be losing control and causing an accident. If the 
icing occurs when the aircraft is on the ground and the aircraft takes off, a 
possible accident may be inevitable. On December 27, 1991, icing on the wings 
of Flight 751 for Scandinavian Airlines have not been detected, and shortly after 
taking off the plane crashed [9], which can be regarded as a concrete example. 
To avoid the pilot-induced errors, Systems are being developed to determine 
whether or not there is icing in the aircraft and detect its degree. 

 
2.2. Artificial Intelligence (AI) 
Artificial intelligence has arisen through an effort to put uniquely human 

qualities into machines that support computers or computers. In artificial 
intelligence, the goal is to artificially transfer the behavior of assets to 
machines. Machine learning is a subset of artificial intelligence. Machine 
learning is the application for parsing, learning, and forecasting data using 
algorithms [16]. In the literature, machine learning strategies are studied under 
three key topics: supervised learning, unsupervised learning and reinforcement 
learning. In the supervised learning model, the model is trained by providing 
input data and output data. On the other hand, in unsupervised learning, the 
output data is not given to the network, thus learning is possible according to 
the relationship between entries. Reinforcement learning uses a benchmark that 
evaluates and compares the obtained output with the input. [17] The study uses 
RF, KNN, DT, SVM, bagging, boosting and ANN. The machine learning 
methods used in the study are explained below. 

2.2.1. K-Nearest Neighbor Algorithm: The KNN algorithm was first applied 
in the 1950s. It is a supervised algorithm that can be used for both classification 
and regression. In other words, a newly added data to the network whose class 
is unknown, is first compared with other data in the training set and a distance 
measurement is made, then the most optimal class is found for the data that has 
not yet been assigned to a class according to the calculated distance, and the 
data is included in that class. The most important point in KNN is to find the 
appropriate k value, which gives the number of neighbors [18]. Different 
methods are used in distance calculations to find the nearest neighbor. The most 
commonly used distance measure is Euclidean. Apart from the Euclidean 
distance, different distance calculation criteria such as Manhattan, Minkowski, 
Chebyshev are also available in the literature [18]. 

2.2.2. Artificial Neural Networks: Artificial neural networks are machine 
learning methods inspired by the behavior of neurons in the brain and central 
nervous system. In neural networks, the input data is fed to the network with 
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one or more hidden layers with weights. The output of the layers is decided by 
operations with weight and bias values. The learning rate used in the model 
allows the weight and bias values to be adjusted [19]. Artificial neural networks 
have different types of uses such as DNN (Deep Neural Network), RNN 
(Recurrent Neural Network), MLP (Multiple Layer Perceptron) [20]. 

2.2.3. Support Vector Machines: Support vector machine (SVM) is one of 
the artificial intelligence algorithms frequently used in classification processes. 
It was developed by Vladimir Vapnik and Alexey Chervonenkis at the end of 
the 1960s [21]. It is used to classify linear and nonlinear data sets. It includes 
different methods according to whether the data is linearly separated or not. If 
the data can be fully parsed linearly, the hyperplane is used to determine the 
data classes, if the data cannot be linearly decomposed, kernel functions are 
used [22]. 

2.2.4. Decision Trees: Another method frequently used in classification and 
regression processes is decision trees. Decision trees are formed in the form of a 
tree structure. It can work with categorical and numerical data and its rules can 
be expressed simply [23]. Decision trees consist of roots, nodes, and leaves. The 
stem cell forms the first cell of the decision trees. Observations are classified 
according to the root "yes" or "no" condition. Then there are nodes under the 
stem cells. Observations are classified with the help of nodes. At the bottom of 
the decision tree algorithm are leaves. Leaves give the classification result. 
There are different types such as ID3, C4.5, CART. 

2.2.5. Random Forest Algorithm: It is one of the classification and 
regression algorithms that contains many decision trees in a random forest. It is 
a model introduced by Breiman in 2001 [24, 25]. In the random forest 
algorithm, subsets are randomly selected from the data set and trained. Decision 
trees are created for training subsets. Decision trees make predictions based on 
data sets, and the average of the predictions is effective in classifying the 
problem. For this reason, random forest usually gives more accurate results than 
a single decision tree [25]. 

2.2.6. Bagging Algorithm:It was proposed by Breinman in 1996. The 
working logic is to work with smaller datasets produced by dividing the training 
data into subsets. Here, different combinations of training data are generated 
and multiple instances are created. Working with different training sets in this 
algorithm provides successful results [26]. 

2.2.7. Boosting Algorithm: The boosting algorithm is an ensemble classifier 
algorithm that works with the logic of obtaining strong classifiers from weak 
classifiers. The community of weak classifiers is combined using the majority 
vote method [27]. 
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2.3. Performance Evaluation Metrics 
Performance evaluation metrics are used in evaluating trained models. 

Performance evaluation metrics allow models to be compared to their 
evaluation result. Generally, it is achieved by using the error matrix that is 
created for binary classification. Error matrix given on Table 2 [28]. In Table 2, 
True Positive (TP) represents data that is correctly tagged for the positive class. 
True Negative (TN) represents the correctly tagged data for the negative class. 
False Positive (FP) represents mistagged data from the negative class, and False 
Negative (FN) represents data that is mistagged from the positive class. 

 
Table 2. Error matrix consisting of binary class [28] 
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Evaluation metrics used to evaluate classification performance are given in 

Table 3. [28]. 
 
Table 3. Performance evaluate metrics 

Performance 
Evaluation 
Metric 

Formula Definition 

Accuracy 
𝑻𝑻𝑻𝑻 + T𝑵𝑵

𝑻𝑻𝑻𝑻 + F𝑻𝑻 + T𝑵𝑵 + F𝑵𝑵 
It is the ratio of correctly classified data 
belonging to positive and negative classes 
to all data. 

Recall 
𝑻𝑻𝑻𝑻

𝑻𝑻𝑻𝑻 + F𝑵𝑵 
It is the ratio of correctly classified data 
belonging to the positive class to all the 
data belonging to the positive class. 

Precision 
𝑻𝑻𝑻𝑻

𝑻𝑻𝑻𝑻 + F𝑻𝑻 
It is the ratio of correctly classified data 
belonging to the positive class to all 
positively labeled data. 

F-Score 𝟐𝟐 ∗ Recall ∗ Precision
Recall + Precision  

The sensitivity and precision of 
performance evaluation criteria is the 
harmonic mean. 
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2.4. Dataset 
The degree of icing data set was based on the works in literature and the 

experimental data used by Gliwaetet al. for aerospace students from the Polish 
Air Force. The data set consists of four inputs and one outputs.  Temperature 
and humidity are the most important parameters that affect icing. The degree of 
icing has been estimated by taking into account temperature, humidity, aircraft 
temperature and precipitation. The data set contains 3,025 pieces of data. For 
the four input values, the output is created as "no icing (0)", "trace(1)", 
"moderate(2)" and "severe (3)". Therefore, icing risk rating is estimated based 
on four degree [8]. The data set was given to the created architectures using 10-
fold cross validation. Thus, it was ensured that the entire data set was used as 
training and test data. An example part of the dataset is given in Table 4. 

 
Table 4. Sample part of the data set 

Input Parameters 
Output 

Parameters 

Precipitation(mm) 
Aircraft 

Temperature 
(Co) 

Humidity 
(gr/m3) 

Temperature 
(Co) 

Icing Risk 
Degree 

-0,2 -29 -0,8 -55 0 
-0,5 -28 -0,1 0 0 
-0,8 -25 0,4 -50 2 
-0,8 -15 0 20 1 
-0,8 -30 0,5 -15 2 
-0,1 -17 -0,5 -40 0 
-0,5 -11 -0,2 -15 2 
-0,2 -18 4,5 -2 3 
-0,1 -25 5 15 1 
-0,2 0 1,3 -2 3 

1 48 1,1 -18 2 
1,2 10 4 4 3 
. 
. 
. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 
2,5 -23 0,9 -5 3 
2,5 5 0 -55 2 
2,5 2 4,8 -55 2 
3,3 -14 1,3 10 1 

 
2.5. Waijung Blokset 
The Waijung block set is a toolbox working under Simulink developed by 

Taiwanese company Aimagin. It is possible to develop Simulink based 
applications using Waijung block sets. The block set can be downloaded 
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directly from the web page "WaijungBockset" [29]. It is preferred for 
programming because of the simplicity of the block set and its application 
development capacity[30]. 

 
2.6. Method 
In the study, Gliwa et al. Firstly, data preprocessing was performed on the 

dataset obtained based on the literature. Seven different machine learning 
models were established and trained by performing 10-fold cross validation on 
the dataset. Certain hyperparameters in each machine learning model are 
optimized by manual tuning. The hyperparameters that give the most optimum 
results for the models were found. All results are evaluated and the model that 
gives the optimum result is proposed for icing risk degree estimation. The 
results were evaluated using the performance evaluation metrics accuracy, 
precision, sensitivity and f-score. The model that gave the optimum result for 
the study was modeled in Simulink and the simulation results were observed. 
Then it was embedded in the STM32F4 discovery control card using 
waijungblocksets. RGB LED is used to observe different outputs from the 
control card by giving different input values. The flow chart for the method 
followed in the study is given in figure 1. 
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Fig 1. Workflow 
 
3. Results 
3.1. Application Results of AI Methods 
Ten-fold cross validation was used in the artificial intelligence models 

applied in the study. In this section, the results of artificial intelligence 
algorithms applied to the data set are given.  

3.1.1. ANN Application Results 
In the study, feedback artificial neural network, which is one of the artificial 

neural network types, was used. The performance of the model has been 
optimized by changing the number of layers and the number of neurons. The 
optimum classification accuracy of the model was obtained when the number of 
layers was 1 and the number of neurons was 25. The values for the model’s 
confusion matrix are given in Table 5. When Table 5 was examined, a total of 
1923 data were classified correctly, while 1102 data were classified incorrectly. 
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Table 5. Artificial neural networks confusion matrix 
Confisuon Matrix 

Actual 
Predict 

No Icing Light Moderate Severe 

No Icing 662 157 102 3 
Light 183 402 141 10 
Moderate 77 86 360 149 
Severe 5 17 172 499 

 
3.1.2. KNN Application Results 
For KNN algorithm, an artificial intelligence method used to classify data 

set, a model was trained for different k neighboring values, and the optimum 
classification accuracy was obtained by selecting a k value of 14. Euclid 
distance was used for the distance calculations of K neighbors. Fig.2 shows the 
accuracy given by the model with different k values. 

 
Fig. 2. Accuracy results for different k values 
 
Selecting K value 14 trained the model and the confusion matrix is given in 

table 6. When Table 6 is examined, a total of 1,754 data are classified correctly 
and 1,271 data is classified incorrectly. 

 
Table 6. KNN confusion matrix 

Confusion Matrix 
Actual 
Predict 

No Icing Light Moderate Severe 

No Icing 532 207 167 18 
Light 170 344 164 58 
Moderate 71 90 416 95 
Severe 21 35 173 464 
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3.1.3. SVM Application Results 
Support vector machines have been trained on data sets using different core 

functions, and optimum classification accuracy is achieved when using radial 
basis kernel function. Figure 3 shows the change in accuracy of the model based 
on the kernel functions. 

 
Fig. 3. The accuracy of the model using different kernel functions 
 
The accuracy model obtained when using radial basis kernel function is 

given in Table 7. When Table 7 was examined, the model classified 1,705 data 
correctly and 1,320 data incorrectly. 

 
Table 7. SVM confusion matrix 

Confusion Matrix 
Actual 
Predict 

No Icing Light Moderate Severe 

No Icing 570 176 162 16 
Light 209 303 183 41 
Moderate 66 97 397 112 
Severe 27 23 208 435 

 
3.1.4. Decision Tree Application Results 
CART algorithm, one of the decision tree methods, was used in the study. 

The accuracy matrix of the decision tree algorithm applied to the data set is 
given in Table 8. The algorithm 2315 classified data correctly, but 710 data 
incorrectly. 
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Table 8. Decision trees confusion matrix 
Confusion Matrix 

Actual 
Predict 

No Icing Light Moderate Severe 

No Icing 774 141 6 3 
Light 131 494 106 5 
Moderate 33 59 507 73 
Severe 8 5 140 540 

 
3.1.5. Random Forest Algorithm Application Results 
The random forest algorithm was applied by changing the number of 

decision trees it contains. The model was trained continuously by using the 
number of decision trees 10,50,100,150,200 and some values in between. 
Optimum classification accuracy was obtained when the number of decision 
trees was 19. Figure 4 shows a visual of the model’s accuracy change in the 
number of different decision trees. 

 
Fig. 4. Accuracy change of the model at different number of decision trees 
 
The confusion matrix of the trained model is given when 19 decision trees 

are selected in Table 9. Accordingly, a total of 2,674 data were classified as 
correct and 351 data were classified as incorrect. 

 
Table 9. Random forest confusion matrix 

Confusion Matrix 
Actual 
Predict 

No Icing Light Moderate Severe 

No Icing 853 60 10 1 
Light 87 619 26 4 
Moderate 23 49 568 32 
Severe 2 7 50 634 
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3.1.6. Bagging and Boosting Algorithm Application Results 
The confusion matrix for the bagging algorithm applied to the data set is 

given in Table 10, and the confusion matrix for the boosting algorithm is given 
in Table 11. Adaboost, one of the increment algorithm types, was used. 

 
Table 10. Bagging algorithm application results 

Confusion Matrix 
Actual 
Predict 

No 
Icing 

Lig
ht 

Modera
te 

Seve
re 

No Icing 835 84 4 1 
Light 178 48

3 
70 5 

Moderate 37 47 519 69 
Severe 7 6 92 588 

Table 11. Boosting algorithm application results 
Confusion Matrix 

Actual 
Predict 

No Icing Light Moderate Severe 

No Icing 847 66 9 2 
Light 72 62

9 
30 5 

Moderate 27 50 567 28 
Severe 3 8 45 637 

 
3.2. Determination of the Optimum Classification Method 
Seven different artificial intelligence algorithms have been applied to the 

data set. Algorithms are evaluated with performance evaluation metrics, and 
results are given in Table 12. 

 
Table 12. Evaluation of classification methods with performance evaluation 

metrics 
Artificial                  

Intelligence 
Algorithm 

 
Performance 
Evaluation 

Metric 

ANN KNN SVM Decision 
Tree 

Random 
Forest 

Bagging Boosting 

Recall 0.6352 0.5904 0.5744 0.7656 0.8849 0.8034 0.8867 
Precision 0.6296 0.5829 0.5618 0.7606 0.8811 0.7952 0.8836 
Accuracy 0.6357 0.5805 0.5636 0.7653 0.8840 0.8017 0.8859 
F score 0.6324 0.5867 0.5680 0.7631 0.8830 0.7993 0.8851 
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The best way to classify the data set is to be called the boosting algorithm 
from ensemble methods by Table 11. The sensitivity for the boosting algorithm 
from ensemble models was found at 88.67%, while precision is 88.36%, 
accuracy is 88.59%, and F score is 88.51%. 

3.3. Analyzing Optimum Classification Method in Simulink  
For the optimum AI algorithm embedded in the simulation, the input values 

are randomly determined by using Repeating Sequence Stair. In Simulink 
diagram shown in figure 5, sample time was selected at 0.1. 

The random temperature values for input repeatedly during the simulation 
period have been set to [3 -2 1 0 -20 -15 4 2 1 -1 -3 -15 20 30 -57 -45 25 27 20]. 
Besides, random humidity values are [-1 4 0.1 0.5 -0.1 3 0.8 1 -0.7 0 0.1 0.4 0.7 
-0.1 -0.2 4 2 -0.3 2 3]. Random precipitation values are [3 -1 1 0 -0.2 -0.3 -0.4 2 
1 1 3 -0.5 -0.2 -0.3 1 0 0.1 2 3 1 0 3 2] and random aircraft temperature values 
are [54 -20 10 2 -5 -15 4 2 -11 1 -3 40 -15 20 30 -25 -20 -27 55]. Simulation 
time is 10 seconds. 

The codes written in the MATLAB workspace were summoned from 
Simulink using a function block and embedded in the STM32F4 board with the 
help of the waijungblokset. The codes written in the MATLAB workspace were 
summoned from Simulink using a function block and embedded in the 
STM32F4 board with the help of the waijungblokset. 

 

 
Fig. 5. Embedding the optimum classification method into the STM32F 

board 
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With an RGB led, it is possible to see the icing risk ratings generated by 
signals applied to random input as 0 (no icing) with no light, icing risk rating 1 
(light) with blue light, icing risk 2 (moderate) with green light and icing risk 3 
(severe) with red light. It can be seen in Figure 6, Figure 7 shows icing risk 
ratings graphs in the output, depending on the input parameters. 

 
Fig. 6. Icing risk levels observed with the help of RGB LED (a) Trace (b) 

Light (c) Moderate (d) Severe 

 
Fig. 7. Input and output graphs by random inputs 
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4. Conclusions 
Icing on aircraft is one of the most important causes of accidents in aviation 

today. In this study, it was tried to determine the degree of icing risk based on 
data such as temperature, humidity, precipitation and aircraft temperature taken 
from a sample aircraft. An alternative method has been proposed for the studies 
on determining the degree of icing risk. There are different studies with a 
different number of parameters for determining the degree of icing risk, but in 
this study, the most important parameters affecting the icing risk degree and the 
number of parameters have been estimated by keeping the number of 
parameters high, and the performance of seven different artificial intelligence 
methods on determining the risk degree has been tested, and the most optimal 
method has been proposed for the problem. Thus, it is aimed to work with a 
minimum parameter number error in determining the degree of risk. Because 
many parameters are effective in the formation of the icing risk level, but some 
of them do not affect the change of the risk level too much. Estimating with 
parameters that are very influential on the degree of icing risk brings closer the 
real result. In the study, an interim study was carried out to automatically decide 
on the activation of the anti-icing and de-icing systems. Depending on the value 
of the icing risk level, de-icing and anti-icing systems can be activated 
automatically, and errors caused by the pilot can be prevented. In the study, not 
only did it give alternative results to the methods applied in the literature, but it 
was embedded in the STM32F4 discovery card in order to be applied on a real 
system. Accordingly, the icing risk degree can be estimated according to the 
input data, and anti-icing systems can be activated and deactivated. In the study, 
the highest performance classification was performed with the augmentation 
algorithm, one of the ensemble learning algorithms. The sensitivity of the 
augmentation algorithm was 88.67%, the precision was 88.36%, the accuracy 
was 88.59%, and the F score was 88.51%. The trained parameters of the 
augmentation algorithm are saved and called in order to be used for estimation 
in new input data that can be entered from the simulink via the function block in 
the simulink. By giving random inputs from the simulink, the icing risk degree 
estimation was made with the augmentation algorithm, which has the best 
performance in classification, and the results are shown with graphics. The 
model simulated in Simulink is embedded in the STM32F4 discovery card with 
the help of the blocks in the waijungblokset library. Since icing prediction is not 
yet implemented on a real or prototype aircraft, the accuracy of the output has 
been observed with the help of RGB LEDs connected to the control card output. 
At the end of the study, the system that predicts the degree of icing risk, which 
can actually be applied as a solution to the problem, is designed, simulated and 
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the highest performance classification was performed with the augmentation 
algorithm, one of the ensemble learning algorithms. The sensitivity of the 
augmentation algorithm was 88.67%, the precision was 88.36%, the accuracy 
was 88.59%, and the F score was 88.51%. The trained parameters of the 
augmentation algorithm are saved and called in order to be used for estimation 
in new input data that can be entered from the simulink via the function block in 
the simulink. By giving random inputs from the simulink, the icing risk degree 
estimation was made with the augmentation algorithm, which has the best 
performance in classification, and the results are shown with graphics. The 
model simulated in Simulink is embedded in the STM32F4 discovery card with 
the help of the blocks in the waijungblokset library. Since icing prediction is not 
yet implemented on a real or prototype aircraft, the accuracy of the output has 
been observed with the help of RGB LEDs connected to the control card output. 
At the end of the study, the system that predicts the degree of icing risk, which 
can actually be applied as a solution to the problem, is designed, simulated and 

embedded in the control card in an operational manner. By estimating the 
degree of icing risk, anti-icing and anti-icing systems can be activated and icing 
accidents caused by the pilot can be prevented. In the next phase of the study, it 
is aimed to obtain data from a prototype aircraft and to estimate the degree of 
icing risk and to observe and examine the commissioning and de-icing of anti-
icing systems. In addition, it is aimed to develop and test new methods that can 
increase the accuracy for icing risk degree and icing density estimation. 
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1. INTRODUCTION  
With the increase in production, natural resources have decreased 

significantly. Gases, waste materials, toxic chemicals, waste water and many 
other harmful substances from the production areas have disturbed the balance 
of natüre (Günay, 2017).With the increase in consumption, the wastes generated 
after use have seriously threatened human health and the ecological balance of 
the world.Today, the protection of natural resources and ecosystems and the 
reduction of the negative effects of all activities carried out by human beings to 
maintain their lives are topics that researchers focus on.Supply chain (SC) 
addresses the environmentally conscious approach of products throughout their 
entire life cycle. Future supply chain management (SCM) systems will be an 
important competitive factor due to environmental degradation such as 
decreasing raw material resources, filling up of landfills and increasing 
pollution. Because of these reasons suppliers, The most significant step of SCM 
is the act of choosing suppliers. (Shang et al., 2010). 

The purpose of SCM is to clarify the significance of the environment while 
creating value in the company's SC. SCMprovides to purified from the negative 
effects of all kinds of wastes such as energy, emissions, chemicals and solid 
wastes on the environment (Hsu ve Hu, 2008).While businesses aim to increase 
their efficiency and profitability with applications, they want to create 
awareness by minimizing their negative effects on the environment. The most 
important purpose of SCM is to diminish the negative effects of businesses on 
the natural environment. The supply chain includes purchasing, production, 
distribution, packaging and all logistics activities (Erol, 2018). Choosing the 
supplier that provides the best quality product or service in the right place, at the 
proper time and in the proper amount is very important in terms of managing 
the supply chain correctly.Choosing the right supplier and the quality of the 
supplier are the most important steps to be successful in the long run. 

In recent years, it has become difficult to choose among the many options 
encountered due to the progress of technology. MCDM methods attract the 
attention of many researchers in terms of facilitating the selection and providing 
a more objective field for decision makers. This field, where many methods 
such as PROMETHEE, TOPSIS, AHP, etc. were used, has developed with both 
classical sets, fuzzy sets and IF sets. Moreover it is available for applications in 
education, transportation, agriculture, engineering, algebraic structures, 
medicine and various fields (Çuvalcıoğlu et al., 2015; Kutlu et al., 2020; Tuğrul 
et al., 2020; Tuğrul and Çitil, 2021, 2022; Tuğrul, 2022a, 2022b, 2022c). 

The intuitionistic fuzzy TOPSIS method was utilized for the SCM in this 
study.With the appearance of fuzzy sets, researchers looked at their research in 
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a new and completely different way (Zadeh, 1965).Thanks to the intuitionistic 
fuzzy sets (IFS) built by Atanassov on the basis of fuzzy logic in 1983 
explained the undecided situations, making the work of researchers much easier 
(Atanassov, 1983).Recently the IFSs continue to attract the attention of many 
researchers both in practice and theory (Çuvalcıoğlu, 2014, 2017; Çuvalcıoğlu 
et al., 2018, 2019) . The method used in this study can be changed and different 
perspectives on supplier selection methods can be presented by conducting 
statistical-based studies with different perspectives (Şahin et al., 2018; Kaya et 
al., 2019; Karaokur et al., 2019; Sözeyatarlar et al., 2021; Çanga et al., 2021; 
Yavuz and Şahin, 2022).Thanks to the TOPSIS method, positive ideal and 
negative ideal distances are figured out. In addition, it is a great advantage for 
DMs to indicate their views objectively thanks to linguistic terms. Thanks to 
this method, in which the contributions of the decision makers are also 
activated, a ranking among the alternatives is obtained by assigning a degree of 
importance to all criteria separately. There are many application studies in the 
literature with TOPSIS, fuzzy TOPSIS and intuitionistic fuzzy TOPSIS (Boran 
et al., 2009, 2012; Boran, 2011; Büyüközkan and Güleryüz, 2015; Damgacı et 
al., 2017; Rouyendegh, 2011, 2015; Rouyendeghand Saputro, 2014; 
Rouyendeghet al., 2018, 2020; Tekez and Bark, 2016). 

After researchers working on SCM with classical decision making methods, 
studies with fuzzy and IFS, MCDM have attracted the notice of scientists and 
continue to increase rapidly today.Bulgurcu examined evaluate the efficiency of 
green SCM using the TOPSIS (Bulgurcu, 2018).Zaralı researched the green 
supplier selection in the machine manufacturing sector (Zaralı, 
2021).Rouyendegh et al. handled the supplier selection issue with different 
methods together with intuitionistic fuzzy TOPSIS (Rouyendeghand Saputro, 
2014; Rouyendegh et al., 2020).Boran et al. applied using the TOPSIS methodin 
the same field (Boran et al., 2009). Kılıç researchedSCM with the fuzzy 
TOPSIS method (Kılıç, 2012).Tian et al. established a new technique by 
considering the TOPSIS method from a different perspective in the green 
supplier selection (Tian et al., 2018). 
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2. PRELIMINARIES  
Definition 1:(Atanassov, 1983, 1986)Let 𝑋𝑋 ≠ ∅.  An intuitionistic fuzzy set 

𝐴𝐴 in 𝑋𝑋; 
𝐴𝐴 = {〈𝑥𝑥, 𝜇𝜇𝐴𝐴(𝑥𝑥), 𝜈𝜈𝐴𝐴(𝑥𝑥)〉| 𝑥𝑥 𝜖𝜖 𝑋𝑋},(1.1) 
𝜇𝜇𝐴𝐴(𝑥𝑥), 𝜈𝜈𝐴𝐴(𝑥𝑥), 𝜋𝜋𝐴𝐴(𝑥𝑥): 𝑋𝑋 → [0,1](1.2) 
𝜇𝜇𝐴𝐴(𝑥𝑥) + 𝜈𝜈𝐴𝐴(𝑥𝑥) + 𝜋𝜋𝐴𝐴(𝑥𝑥) = 1  (1.3) 

The algorithm, in which the calculations of the IF TOPSIS method take 
place step by step, consists of a total of 7 steps. In calculations, 𝑚𝑚 represents 
alternatives and 𝑛𝑛 represents criteria (Rouyendegh, 2015): 

Step 1: For the first step, the importance of the decision makers (DMs) is 
determined. 𝜆𝜆 represents significance of each DM. 

 
Table 1. Values for Importance of DMs 

Linguistic Terms  IFNs 
Very Important  (0.8,0.1) 
Important (0.5,0.2) 
Medium (0.5,0.5) 
Bad (0.3,0.5) 
Very Bad (0.2,0.7) 

 
𝐿𝐿 = 𝑙𝑙1, 𝑙𝑙2, … , 𝑙𝑙𝑛𝑛is set of DMs. 𝐷𝐷𝑙𝑙 = [𝜇𝜇𝑙𝑙, 𝜈𝜈𝑙𝑙, 𝜋𝜋𝑙𝑙] is determined: 

𝜆𝜆𝑙𝑙 =
[𝜇𝜇𝜇𝜇+𝜋𝜋𝜇𝜇( 𝜇𝜇𝜇𝜇

𝜇𝜇𝜇𝜇+𝜈𝜈𝜇𝜇)]

∑ [𝜇𝜇𝜇𝜇+𝜋𝜋𝜇𝜇( 𝜇𝜇𝜇𝜇
𝜇𝜇𝜇𝜇+𝜈𝜈𝜇𝜇)]𝑘𝑘

𝜇𝜇=1
       (1.4) 

where 𝜆𝜆𝑙𝑙 ∈ [0,1] and ∑ 𝜆𝜆𝑙𝑙𝑘𝑘
𝜇𝜇=1 = 1.  

 
Step 2:Table 2 is utilized to evaluate the significance of the criteria (𝑊𝑊). 
 
Table 2. Values for Evaluating Criteria 

Linguistic Terms  IFNs 
Very Important  (0.9,0.1) 
Important (0.75,0.2) 
Medium (0.5,0.45) 
Unimportant (0.35,0.6) 
Very Unimportant (0.1,0.9) 
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Thanks to the IFWA operator, importance of the criteria are decided (Xu, 
2007): 
𝑤𝑤𝑗𝑗 = 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑟𝑟𝜆𝜆 (𝑤𝑤𝑗𝑗

(1), 𝑤𝑤𝑗𝑗
(2), … , 𝑤𝑤𝑗𝑗

(𝑙𝑙)) 

       = 𝜆𝜆1𝑤𝑤𝑗𝑗
(1) ⊕ 𝜆𝜆2𝑤𝑤𝑗𝑗

(2) ⊕, … ,⊕ 𝜆𝜆𝑘𝑘𝑤𝑤𝑗𝑗
(𝑘𝑘) 

       = [1 − ∏ (1 −  𝜇𝜇𝑖𝑖𝑗𝑗
(𝑙𝑙))

𝜆𝜆𝑙𝑙
,

𝑘𝑘

𝑙𝑙=1
(∏ (𝜈𝜈𝑖𝑖𝑗𝑗

(𝑙𝑙))
𝜆𝜆𝑙𝑙

𝑘𝑘

𝑙𝑙=1
),   

∏ (1 −  𝜇𝜇𝑖𝑖𝑗𝑗
(𝑙𝑙))

𝜆𝜆𝑙𝑙
− ∏ (𝜈𝜈𝑖𝑖𝑗𝑗

(𝑙𝑙))
𝜆𝜆𝑙𝑙𝑘𝑘

𝑙𝑙=1
𝑘𝑘
𝑙𝑙=1 ](1.5) 

 
Step 3:Each of the alternatives is evaluated individually by all decision 

makers for each criterion. Calculations are made using of the values in Table 3 
and 𝑅𝑅 matrix  is created. 

 
Table 3. Values for Evaluating Criteria 

Linguistic Terms  IFNs 
Very Good (VG) (1.00,0.00) 
Good (G) (0.85,0.05) 
MediumGood (MG) (0.70,0.20) 
Fair (F) (0.50,0.50) 
Medium Poor (MP) (0.40,0.50) 
Poor (P) (0.25,0.60) 
Very Poor (VP) (0.00,0.90) 

 
𝑅𝑅𝑙𝑙 = (𝑟𝑟𝑖𝑖𝑗𝑗

(𝑙𝑙))𝑚𝑚∗𝑛𝑛 
𝜆𝜆 = 𝜆𝜆1, 𝜆𝜆2, … , 𝜆𝜆𝑘𝑘 

𝑅𝑅 = (𝑟𝑟𝑖𝑖𝑗𝑗)𝑚𝑚′×𝑛𝑛′ 

  𝑟𝑟𝑖𝑖𝑗𝑗 = 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑟𝑟𝜆𝜆 (𝑟𝑟𝑖𝑖𝑗𝑗
(1), 𝑟𝑟𝑖𝑖𝑗𝑗

(2), … , 𝑟𝑟𝑖𝑖𝑗𝑗
(𝑙𝑙))(1.6) 

 
Step 4:The Aggregated Intuitionistic Fuzzy Decision Matrix (AIFDM) 

namely 𝑆𝑆 matrix is acquired. 
           𝑆𝑆 = 𝑅𝑅 × 𝐼𝐼 
  𝑅𝑅⨂𝐼𝐼 = (𝜇𝜇𝑖𝑖𝑗𝑗

′ , 𝜈𝜈𝑖𝑖𝑗𝑗
′ ) 

               = {〈𝜇𝜇𝑖𝑖𝑗𝑗 × 𝜇𝜇𝑗𝑗, 𝜈𝜈𝑖𝑖𝑗𝑗 + 𝜈𝜈𝑗𝑗 − 𝜈𝜈𝑖𝑖𝑗𝑗 × 𝑣𝑣𝑗𝑗〉}(1.7)    
 
Step 5:Considering that there are 𝐽𝐽1 benefit and  𝐽𝐽2 cost criteria, the 

𝐼𝐼+positive and 𝐼𝐼−negative ideal solution are acquired: 
𝐼𝐼+ = (𝑟𝑟1

′∗, 𝑟𝑟2
′∗, … , 𝑟𝑟𝑛𝑛

′∗), 𝑟𝑟𝑗𝑗
′∗ = (𝜇𝜇𝑗𝑗

′∗, 𝜈𝜈𝑗𝑗
′∗, 𝜋𝜋𝑗𝑗

′∗)(1.8) 
𝐼𝐼− = (𝑟𝑟1

′−, 𝑟𝑟2
′−, … , 𝑟𝑟𝑛𝑛

′−), 𝑟𝑟𝑗𝑗
′− = (𝜇𝜇𝑗𝑗

′−, 𝜈𝜈𝑗𝑗
′−, 𝜋𝜋𝑗𝑗

′−)                   (1.9) 
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(1) ⊕ 𝜆𝜆2𝑤𝑤𝑗𝑗

(2) ⊕, … ,⊕ 𝜆𝜆𝑘𝑘𝑤𝑤𝑗𝑗
(𝑘𝑘) 

       = [1 − ∏ (1 −  𝜇𝜇𝑖𝑖𝑗𝑗
(𝑙𝑙))

𝜆𝜆𝑙𝑙
,

𝑘𝑘

𝑙𝑙=1
(∏ (𝜈𝜈𝑖𝑖𝑗𝑗

(𝑙𝑙))
𝜆𝜆𝑙𝑙

𝑘𝑘

𝑙𝑙=1
),   

∏ (1 −  𝜇𝜇𝑖𝑖𝑗𝑗
(𝑙𝑙))

𝜆𝜆𝑙𝑙
− ∏ (𝜈𝜈𝑖𝑖𝑗𝑗

(𝑙𝑙))
𝜆𝜆𝑙𝑙𝑘𝑘

𝑙𝑙=1
𝑘𝑘
𝑙𝑙=1 ](1.5) 
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where 𝑗𝑗 = 1,2, … , 𝑛𝑛 and 
𝜇𝜇𝑗𝑗
′∗ = {(max

𝑖𝑖
{𝜇𝜇𝑖𝑖𝑗𝑗
′ } 𝑗𝑗 ∈ 𝐽𝐽1) , (min

𝑖𝑖
{𝜇𝜇𝑖𝑖𝑗𝑗
′ } 𝑗𝑗 ∈ 𝐽𝐽2)} 

𝜈𝜈𝑗𝑗
′∗ = {(min

𝑖𝑖
{𝜈𝜈𝑖𝑖𝑗𝑗
′ } 𝑗𝑗 ∈ 𝐽𝐽1) , (max

𝑖𝑖
{𝜈𝜈𝑖𝑖𝑗𝑗
′ } 𝑗𝑗 ∈ 𝐽𝐽2)} 

𝜇𝜇𝑗𝑗
′− = {(min

𝑖𝑖
{𝜇𝜇𝑖𝑖𝑗𝑗
′ } 𝑗𝑗 ∈ 𝐽𝐽1) , (max

𝑖𝑖
{𝜇𝜇𝑖𝑖𝑗𝑗
′ } 𝑗𝑗 ∈ 𝐽𝐽2)} 

𝜈𝜈𝑗𝑗
′− = {(max

𝑖𝑖
{𝜈𝜈𝑖𝑖𝑗𝑗
′ } 𝑗𝑗 ∈ 𝐽𝐽1) , (min

𝑖𝑖
{𝜈𝜈𝑖𝑖𝑗𝑗
′ } 𝑗𝑗 ∈ 𝐽𝐽2)} 

 
Step 6:In this step, separation measures𝑆𝑆𝑖𝑖

+ and 𝑆𝑆𝑖𝑖
−are calculated using the 

normalized Hamming distance. It is shown in studies that the normalized 
Hamming distance gives more accurate results than other distance 
measures(Szmidt and Kacprzyk, 2000; Çitil, 2019).  

𝑆𝑆𝑖𝑖
+ = 1

2𝑛𝑛 ∑[|𝜇𝜇𝑖𝑖𝑗𝑗
′ − 𝜇𝜇𝑖𝑖𝑗𝑗

′∗ | + |𝜈𝜈𝑖𝑖𝑗𝑗
′ − 𝜈𝜈𝑖𝑖𝑗𝑗

′∗| + |𝜋𝜋𝑖𝑖𝑗𝑗
′ − 𝜋𝜋𝑖𝑖𝑗𝑗

′∗|]
𝑛𝑛

𝑖𝑖=1
 

𝑆𝑆𝑖𝑖
− = 1

2𝑛𝑛 ∑[|𝜇𝜇𝑖𝑖𝑗𝑗
′ − 𝜇𝜇𝑖𝑖𝑗𝑗

′−| + |𝜈𝜈𝑖𝑖𝑗𝑗
′ − 𝜈𝜈𝑖𝑖𝑗𝑗

′−| + |𝜋𝜋𝑖𝑖𝑗𝑗
′ − 𝜋𝜋𝑖𝑖𝑗𝑗

′−|]
𝑛𝑛

𝑖𝑖=1
 

 
Step 7:Closeness coefficient values are obtained for each alternative. 

𝐶𝐶𝑖𝑖
∗ = 𝑆𝑆𝑖𝑖

−

𝑆𝑆𝑖𝑖
++𝑆𝑆𝑖𝑖

−, 

where  0 ≤ 𝐶𝐶𝑖𝑖
∗ ≤ 1.While interpreting the 𝐶𝐶𝑖𝑖

∗ values obtained, it should be 
noted that the higher the value, the higher the chance of choosing the 
alternative. 

 
3. NUMERICAL EXAMPLE 
In this study, the selection mechanism was established to decide the most 

suitable supplier. Considering the production and marketing processes of the 
factory, decision making application was made to determine the most suitable 
one among the 3 suppliers. In this application, where the opinions of 2 expert 
DMs in the field were taken, 3 suppliers were evaluated according to a total of 6 
criteria.The 𝑆𝑆 set represented the suppliers, that is, the alternatives, and the 𝐶𝐶  
set represented the criteria. The criteria are as follows: 

𝐶𝐶1: Delivery Time 
𝐶𝐶2:  Cost 
𝐶𝐶3: Qualitative 
𝐶𝐶4: Communication system 
𝐶𝐶5: Technology 
𝐶𝐶6: Institutionalization 



80

 

 

Step 1:A total of 2 DMs' opinions were indicated for the IF  TOPSIS 
method. Both the evaluation of the criteria, the determination of their 
importance and the assessment of the alternatives according to each criterion 
were indicated. The significance of the first and second DMs was determined as 
VI and I respectively, and the values obtained with the help of equation (1.4) 
were 0.554455 and 0.445545 respectively. 

 
Step 2:The values in Table 4 of the opinions obtained by equation (1.5) were 

shown in Table 5. 
Table 4.  Opinions of decision makers as to criteria 

 𝐷𝐷𝐷𝐷1 𝐷𝐷𝐷𝐷2 
𝐶𝐶1 I VI 
𝐶𝐶2 VI I 
𝐶𝐶3 I M 
𝐶𝐶4 M U 
𝐶𝐶5 VI I 
𝐶𝐶6 I VI 

 
 
Table 5.  Weights of criteria 

𝐶𝐶1 (0.834, 0.147) 
𝐶𝐶2 (0.849, 0.136) 
𝐶𝐶3 (0.659, 0.287) 
𝐶𝐶4 (0.438, 0.512) 
𝐶𝐶5 (0.849, 0.136) 
𝐶𝐶6 (0.834, 0.147) 

 
The opinions of the DMs were specified in Table 6. 
 
Table 6. Opinions of DMs as to alternatives 

 𝐶𝐶1 𝐶𝐶2 𝐶𝐶3 𝐶𝐶4 𝐶𝐶5 𝐶𝐶6 
𝐷𝐷𝐷𝐷1       
𝑆𝑆1 VG F G G MG MG 
𝑆𝑆2 G MG MG MG F G 
𝑆𝑆3 MG G MP F G VG 
𝐷𝐷𝐷𝐷2       
𝑆𝑆1 G MP MG VG G F 
𝑆𝑆2 MG F G G MP MG 
𝑆𝑆3 G MG F MP MG G 

 
 
Step 3-4: 𝑅𝑅 matrix and 𝑆𝑆 matrix were obtained in Table 7 and 8.  
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The opinions of the DMs were specified in Table 6. 
 
Table 6. Opinions of DMs as to alternatives 

 𝐶𝐶1 𝐶𝐶2 𝐶𝐶3 𝐶𝐶4 𝐶𝐶5 𝐶𝐶6 
𝐷𝐷𝐷𝐷1       
𝑆𝑆1 VG F G G MG MG 
𝑆𝑆2 G MG MG MG F G 
𝑆𝑆3 MG G MP F G VG 
𝐷𝐷𝐷𝐷2       
𝑆𝑆1 G MP MG VG G F 
𝑆𝑆2 MG F G G MP MG 
𝑆𝑆3 G MG F MP MG G 

 
 
Step 3-4: 𝑅𝑅 matrix and 𝑆𝑆 matrix were obtained in Table 7 and 8.  

 

 

Table 7. R Matrix  
 𝐶𝐶1 𝐶𝐶2 𝐶𝐶3 𝐶𝐶4 𝐶𝐶5 𝐶𝐶6 

       
𝑆𝑆1 (1.000, 0.000) (0.458, 0.500) 

 
(1.000, 0.000) (1.000, 0.000) (0.779,0.108) (0.623, 0.301) 

 
𝑆𝑆2 (0.796, 0.093) 

 
(0.623, 0.301) (0.850, 0.050) (0.778, 0.108) (0.458, .500) (0.796, 0.093) 

𝑆𝑆3 (0.779,0.108) (0.796,0.093) (0.447,0.500) (0.458,0.500) (0.796,0.093) (1.000,0.000) 

 
Table 8.  S Matrix 

 𝐶𝐶1 𝐶𝐶2 𝐶𝐶3 𝐶𝐶4 𝐶𝐶5 𝐶𝐶6 
       
𝑆𝑆1 (0.834,0.147) (0.389,0.568) 

 
(0.659,0.287) (0.438,0.512) (0.662,0.229) (0.519, 0.404) 

 
𝑆𝑆2 (0.663,0.226) 

 
(0.529,0.396) (0.561,0.323) (0.342,0.564) (0.389,0.568) (0.663,0.226) 

𝑆𝑆3 (0.650,0.239) (0.676,0.216) (0.295,0.644) (0.200,0.756) (0.676,0.216) (0.834,0.147) 

 
Step 5: Values of 𝐴𝐴+ and 𝐴𝐴−were calculated in Table 9. 
Table 9. Values of 𝐴𝐴+ and 𝐴𝐴− 

      𝐴𝐴+      𝐴𝐴− 
𝐶𝐶1 (0.834, 0.147) (0.650, 0.239) 
𝐶𝐶2 (0.676, 0.216)  (0.389, 0.568) 
𝐶𝐶3 (0.659, 0.287) (0.295, 0.644) 
𝐶𝐶4 (0.438, 0.512) (0.200, 0.756) 
𝐶𝐶5 (0.676, 0.216) (0.389, 0.568) 
𝐶𝐶6 (0.834, 0.147) (0.519, 0.404) 

 
Step 6-7:For each alternative, the separation measures obtained using the 

normalized Hamming distance were calculated and shown in Figure 1. In 
addition, the closeness coefficient values required for the net ranking were also 
included in Table 10 and was shown in Figure 2. 

 
Table 10. Values of 𝑆𝑆+,  𝑆𝑆− and 𝐶𝐶İ∗ 

 𝑆𝑆+ 𝑆𝑆− 𝐶𝐶İ∗ 
𝑆𝑆1 0.11325 0.18859 0.62480 
𝑆𝑆2 0.17794 0.14589 0.45051 
𝑆𝑆3 0.13213 0.16961 0.56212 
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Figure 1. Graphics of Separation Measures  

 
Figure 2. Graphics of Closeness Coefficient Values 
 
When the values in Figure 2 and Table 10 are interpreted, the order among 

suppliers is 𝑆𝑆1-𝑆𝑆3-𝑆𝑆2. In accordance with the criteria determined by the DMs, 
the most suitable supplier is 𝑆𝑆1. 

 
4. CONCLUSION 
This study focused on supplier selection, which is investigated by the IF 

TOPSIS method. The opinions of 2 expert DMs were indicated. While deciding 
the weights of the criteria, the opinions of the DMs were taken into account. 
Alternatives were evaluated individually according to each criterion. The 
feature that distinguishes this method from other methods is that it evaluates 
alternatives depending on their distance from ideal solutions. In addition, the 
part that distinguishes this application from other existing studies is that it is 
calculated using the normalized Hamming distance. The criteria in the selection 
of the current supplier may be changed depending on the decision makers, 
different methods may be used. The quality and quantity of alternatives may 
vary. This study, which is thought to guide future studies, will contribute to the 
supply chain management system. 
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INTRODUCTION 
The applications of adsorption science are of importance in industry and 

environmental protection. The most important issue here is the choice of 
adsorbent. Among the adsorbents used, there are materials such as silica gels, 
zeolites, activated carbon, cellulose, chelating resins, polyurethane foam and 
functionalized graphene(Sitko et al., 2015). Although adsorption studies mostly 
find application in aqueous solutions, research has also focusedon gas 
adsorption studies.  

 
An efficient, effective, energy-saving and environmentally friendly methodsare 
needed for gas adsorption and separation. Metal organic frameworks (MOFs) 
are a class of microporous materials that are of great importance in gas storage 
and separation processes due to their large surface areas, surface 
functionalization, adjustable pore sizes and controllable properties, as well as 
their chemical stability (Li, Kuppler, & Zhou, 2009; Xu et al., 2021). Some 
examples of MOFs with porous structures are given in Figure 1.  

 
Figure 1Representative Porous Structures of Metal Organic 

Frameworks(Lin, Xiang, Zhou, & Chen, 2020). 
MOFs are organic-inorganic structures called metal-ligand coordination 

polymers. It consists of two basic components, metal salts and linkers. Because 
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of their versatile coordination numbers, most metal ions are transition metals 
with various geometries. They form coordination networks with organic 
ligands(Alhamami, Doan, & Cheng, 2014). 

An exampleMOF formation and functionalization is shown in Figure 2. 
Zirconium-based UiO-66-NH2 MOF was synthesized by solvothermal method 
using zirconium tetrachloride as metal salt and 2-aminoterephthalic acid as 
linker, and functional group of 6-amino-4-hydroxy-2-mercaptopyrimidine 
(AHMP) were attached through glutaraldehydecrosslinkerin subsequent steps. 

 
Figure 2 Synthesis steps of a functionalized MOF of UiO-66-

NH2/AHMP(Ruan et al., 2022). 
 
MOFSynthesis Methods 
MOF syntheses are generally liquid-phase syntheses in which metal salt and 

ligand solutions are mixed in certain reaction conditions. In liquid 
phasereactions, the choice of solvent, reactivity, solubility, redox potential, 
stability constant etc. factors are of importancefortheformation of 
MOFs.Moreover, thesolidphasereactionsareoftenpreferredduetotheirreaction 
rate andease. However, difficulties may be encountered in obtaining crystals in 
solid state synthesis. While only mechanochemical method has been used in 
solid state synthesis of MOFs, methods such as hydrothermal, solvothermal, 
microwave, electrochemical and sonochemicalhas beenused in liquid phase 
synthesis (Dey, Kundu, Biswal, Mallick, & Banerjee, 2014). The most preferred 
hydrothermal, solvothermal and microwave synthesis methods in 
MOFproduction is discussed in thefollowingsections. 
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microwave, electrochemical and sonochemicalhas beenused in liquid phase 
synthesis (Dey, Kundu, Biswal, Mallick, & Banerjee, 2014). The most preferred 
hydrothermal, solvothermal and microwave synthesis methods in 
MOFproduction is discussed in thefollowingsections. 

 

Hydrothermal and Solvothermal Synthesis 
It is one of the most widely used synthesis methods in the production of 

MOFs. In this method, metal salt dissolved in a certain amount of solvent and 
organic linker are generally reacted in an autoclave under pressure at a certain 
time and temperature. Here, the reaction time can take from a few hours to 
several days. When water is used as a solvent during the dissolution of ligands, 
it is called hydrothermal while other organic solvents are beingused, it is called 
solvothermal(Lee, Kim, & Ahn, 2013). Both hydrothermal and solvothermal 
reactions are carried out under autogenous pressure(Dey et al., 2014). The 
organic solvents generally used during the solvothermal synthesis of MOFs are 
dimethyl formamide (DMF), diethyl formamide (DEF), acetonitrile, acetone, 
ethanol, methanol etc.Recently, MIL-101(Fe) MOF was synthesized by 
solvothermal method and As(V) adsorption studies was successfully completed 
by using MOF structure (Figure 3). 

 

 
Figure 3Solvothermalsynthesis of MIL-101(Fe) MOF and its attachment 

tomembrane surface (Aslan & Tor, 2022). 
 
Microwave Synthesis 
Microwave provides rapid MOF synthesis under thermal conditions in a 

short time such as one hour. In the microwave device, the reaction takes place 
by adjusting theparameters such as time, temperature, pressure, and ramp 
heating. The heating time of the solution in the teflon cells in the device is 
shortened by applying oscillating electric field in the microwave technique.In 
addition, phase selectivity, narrow particle size distribution, and easy 
morphology control can be obtained during the reaction that could result in high 
quality crystals (Klinowski, Almeida Paz, Silva, & Rocha, 2011; Lee et al., 
2013). In a study by Xiaofei et al., it is emphasized that in the synthesis of 
MOF-74, reaction takes 20 hours to 3 days by the solvothermal method, but the 
microwave-assisted method significantly reduces the processing time, increases 
product yield with an improved product quality.  
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Recently, MiL-101 MOF was synthesized by different researchers in a 
reaction time less than 1 hour, with a smaller size between 40-100 nm, more 
uniform crystal structure, large surface area and high pore volume (Wu et al., 
2013). In another study, the synthesis of MOFwas achieved by forming 
coordination networks of metal salts with organic ligands in a teflon cell by 
using microwave (Figure 4). 

 

 
Figure 4 Microwave synthesis of MOF(Taddei et al., 2015). 
 
Gas Adsorption 
Toxic gases are an environmental problem for all humanity. Adsorption is 

one of the most promising methodsfor removing and storing gases. In recent 
years, MOFs have been preferred as membranes for the removal, separation, 
and storage of gases due to their high surface area, tunability and different 
interactions. Pore size and ambient conditions are prerequisites for high gas 
adsorption in MOFs (Fan, Zhang, Kang, Liu, & Sun, 2021). Moreover, different 
composite structures of MOFs were prepared and used in gas adsorption 
studiesin many studies. As an example, it has been determined in some studies 
that graphene oxide (GO) has a positive effect on the retention of small 
molecules such as ammonia when its composite (GO-MOF) is formed with 
MOFs. This increase is due to the formation of new porous portions at the 
interface between GO and MOF units (Ahmed & Jhung, 2014). 

For a good separation in the membrane, the gas transport mechanism should 
be known. The main mechanisms controlling the gas flow process are the 
molecular sieving, Knudsen diffusion, surface diffusion, and solution diffusion. 
There are two important methods for gas systemsin membrane separation 
processes; transportation through dense and through porous membranes(Zou, 
Zhu, & Print, 2020). The separation process depends on the pore size 
distribution, temperature, pressure, and interface interaction. Knudsen diffusion 
has lower selectivity than surface diffusion whilemolecular sieving membranes 
having high selectivity. The first separation study with MOFs was carried out 
by the Knudsen mechanism on membranes prepared by attaching MOF-5 to 
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For a good separation in the membrane, the gas transport mechanism should 
be known. The main mechanisms controlling the gas flow process are the 
molecular sieving, Knudsen diffusion, surface diffusion, and solution diffusion. 
There are two important methods for gas systemsin membrane separation 
processes; transportation through dense and through porous membranes(Zou, 
Zhu, & Print, 2020). The separation process depends on the pore size 
distribution, temperature, pressure, and interface interaction. Knudsen diffusion 
has lower selectivity than surface diffusion whilemolecular sieving membranes 
having high selectivity. The first separation study with MOFs was carried out 
by the Knudsen mechanism on membranes prepared by attaching MOF-5 to 

porous alumina substrates(Yoo, Lai, & Jeong, 2009). In molecular sieving, 
membranes prepared with MOFs are ideal because a porous membrane structure 
is needed that allows the passage of one gas molecule while preventing the 
passage of the others (Caro, 2011). 

As MOFs can show different adsorption capacity for various gases, 
analytical methods have been applied to investigate mixed gas separation. 
Natural gas mixtures could be separated by gas chromatography through a MOF 
structure (Figure 5). MOFs are mostly preferred for gas separation applications 
as they provide effective separation than zeolite materials. For example, various 
MOFs have been used in carbon dioxide capture, natural gas purification, toxic 
gas removal and separation studies of olefin/paraffin, alkyne/olefin, 
acetylene/carbon dioxide, hexane isomers, xylene isomers, xenon/krypton, 
hydrogen isotopes (Lin et al., 2020). 

 

 
Figure 5Developments in gas studies using MOFs (Lin et al., 2020). 
 
Many revolutionary studies have been carried out in this field to capture CO2 

in the first decade of the applications using MOFs and to separate the light 
hydrocarbons emerged in the second decade. MOFs still provides their 
popularity today, attracting academic and industrial attention(Fakhraei 
Ghazvini, Vahedi, Najafi Nobar, & Sabouri, 2021; Lin et al., 2020). 

 
As a result, metal organic frameworks (MOFs) are extremely advanced 

materials compared to other adsorbents used in gas storage and separation 
processes, as well as in aqueous solutions, with the advantages of their chemical 
stability, high surface area, surface functionalization and adjustable pore sizes. 
Due to these important features, the studies in environmental applications, 
catalysis applications, sensors, renewable energy and biomedical field are 
rapidly proceedingusing MOF structures. 

 



94

References 
1. Ahmed, I., & Jhung, S. H. (2014). Composites of metal-organic 

frameworks: Preparation and application in adsorption. Materials Today, 
17(3), 136–146. https://doi.org/10.1016/j.mattod.2014.03.002 

2. Alhamami, M., Doan, H., & Cheng, C. H. (2014). A review on breathing 
behaviors of metal-organic-frameworks (MOFs) for gas adsorption. 
Materials, 7(4), 3198–3250. https://doi.org/10.3390/ma7043198 

3. Aslan, F., & Tor, A. (2022). Chemosphere Determination and speciation 
of trace inorganic arsenic species in water samples by using metal 
organic framework mixed-matrix membrane and EDXRF spectrometry. 
Chemosphere, 307(P1), 135661. 
https://doi.org/10.1016/j.chemosphere.2022.135661 

4. Caro, J. (2011). Are MOF membranes better in gas separation than those 
made of zeolites? Current Opinion in Chemical Engineering, 1(1), 77–83. 
https://doi.org/10.1016/j.coche.2011.08.007 

5. Dey, C., Kundu, T., Biswal, B. P., Mallick, A., & Banerjee, R. (2014). 
Crystalline metal-Organic frameworks (MOFs): Synthesis, structure and 
function. Acta Crystallographica Section B: Structural Science, Crystal 
Engineering and Materials, 70(1), 3–10. 
https://doi.org/10.1107/S2052520613029557 

6. Fakhraei Ghazvini, M., Vahedi, M., Najafi Nobar, S., & Sabouri, F. 
(2021). Investigation of the MOF adsorbents and the gas adsorptive 
separation mechanisms. Journal of Environmental Chemical Engineering, 
9(1), 104790. https://doi.org/10.1016/j.jece.2020.104790 

7. Fan, W., Zhang, X., Kang, Z., Liu, X., & Sun, D. (2021). Isoreticular 
chemistry within metal–organic frameworks for gas storage and 
separation. Coordination Chemistry Reviews, 443, 213968. 
https://doi.org/10.1016/j.ccr.2021.213968 

8. Klinowski, J., Almeida Paz, F. A., Silva, P., & Rocha, J. (2011). 
Microwave-assisted synthesis of metal-organic frameworks. Dalton 
Transactions, 40(2), 321–330. https://doi.org/10.1039/c0dt00708k 

9. Lee, Y. R., Kim, J., & Ahn, W. S. (2013). Synthesis of metal-organic 
frameworks: A mini review. Korean Journal of Chemical Engineering, 
30(9), 1667–1680. https://doi.org/10.1007/s11814-013-0140-6 

10. Li, J. R., Kuppler, R. J., & Zhou, H. C. (2009). Selective gas adsorption 
and separation in metal-organic frameworks. Chemical Society Reviews, 
38(5), 1477–1504. https://doi.org/10.1039/b802426j 



95

References 
1. Ahmed, I., & Jhung, S. H. (2014). Composites of metal-organic 

frameworks: Preparation and application in adsorption. Materials Today, 
17(3), 136–146. https://doi.org/10.1016/j.mattod.2014.03.002 

2. Alhamami, M., Doan, H., & Cheng, C. H. (2014). A review on breathing 
behaviors of metal-organic-frameworks (MOFs) for gas adsorption. 
Materials, 7(4), 3198–3250. https://doi.org/10.3390/ma7043198 

3. Aslan, F., & Tor, A. (2022). Chemosphere Determination and speciation 
of trace inorganic arsenic species in water samples by using metal 
organic framework mixed-matrix membrane and EDXRF spectrometry. 
Chemosphere, 307(P1), 135661. 
https://doi.org/10.1016/j.chemosphere.2022.135661 

4. Caro, J. (2011). Are MOF membranes better in gas separation than those 
made of zeolites? Current Opinion in Chemical Engineering, 1(1), 77–83. 
https://doi.org/10.1016/j.coche.2011.08.007 

5. Dey, C., Kundu, T., Biswal, B. P., Mallick, A., & Banerjee, R. (2014). 
Crystalline metal-Organic frameworks (MOFs): Synthesis, structure and 
function. Acta Crystallographica Section B: Structural Science, Crystal 
Engineering and Materials, 70(1), 3–10. 
https://doi.org/10.1107/S2052520613029557 

6. Fakhraei Ghazvini, M., Vahedi, M., Najafi Nobar, S., & Sabouri, F. 
(2021). Investigation of the MOF adsorbents and the gas adsorptive 
separation mechanisms. Journal of Environmental Chemical Engineering, 
9(1), 104790. https://doi.org/10.1016/j.jece.2020.104790 

7. Fan, W., Zhang, X., Kang, Z., Liu, X., & Sun, D. (2021). Isoreticular 
chemistry within metal–organic frameworks for gas storage and 
separation. Coordination Chemistry Reviews, 443, 213968. 
https://doi.org/10.1016/j.ccr.2021.213968 

8. Klinowski, J., Almeida Paz, F. A., Silva, P., & Rocha, J. (2011). 
Microwave-assisted synthesis of metal-organic frameworks. Dalton 
Transactions, 40(2), 321–330. https://doi.org/10.1039/c0dt00708k 

9. Lee, Y. R., Kim, J., & Ahn, W. S. (2013). Synthesis of metal-organic 
frameworks: A mini review. Korean Journal of Chemical Engineering, 
30(9), 1667–1680. https://doi.org/10.1007/s11814-013-0140-6 

10. Li, J. R., Kuppler, R. J., & Zhou, H. C. (2009). Selective gas adsorption 
and separation in metal-organic frameworks. Chemical Society Reviews, 
38(5), 1477–1504. https://doi.org/10.1039/b802426j 

11. Lin, R. B., Xiang, S., Zhou, W., & Chen, B. (2020). Microporous Metal-
Organic Framework Materials for Gas Separation. Chem, 6(2), 337–363. 
https://doi.org/10.1016/j.chempr.2019.10.012 

12. Ruan, W., Liu, H., Qi, Y., Zhou, M., Wu, H., & Yang, H. (2022). Post-
modification of Uio-66-NH2 based on Schiff-base reaction for removal 
of Hg2+ from aqueous solution: Synthesis, adsorption performance and 
mechanism. Fuel, 319(January), 123816. 
https://doi.org/10.1016/j.fuel.2022.123816 

13. Sitko, R., Janik, P., Zawisza, B., Talik, E., Margui, E., & Queralt, I. 
(2015). Green Approach for Ultratrace Determination of Divalent Metal 
Ions and Arsenic Species Using Total-Reflection X-ray Fluorescence 
Spectrometry and Mercapto-Modified Graphene Oxide Nanosheets as a 
Novel Adsorbent. Analytical Chemistry, 87(6), 3535–3542. 
https://doi.org/10.1021/acs.analchem.5b00283 

14. Taddei, M., Dau, P. V., Cohen, S. M., Ranocchiari, M., Van Bokhoven, J. 
A., Costantino, F., Vivani, R. (2015). Efficient microwave assisted 
synthesis of metal-organic framework UiO-66: Optimization and scale 
up. Dalton Transactions, 44(31), 14019–14026. 
https://doi.org/10.1039/c5dt01838b 

15. Wu, X., Bao, Z., Yuan, B., Wang, J., Sun, Y., Luo, H., & Deng, S. 
(2013). Microwave synthesis and characterization of MOF-74 (M = Ni, 
Mg) for gas separation. Microporous and Mesoporous Materials, 180, 
114–122. https://doi.org/10.1016/j.micromeso.2013.06.023 

16. Xu, G. R., An, Z. H., Xu, K., Liu, Q., Das, R., & Zhao, H. L. (2021). 
Metal organic framework (MOF)-based micro/nanoscaled materials for 
heavy metal ions removal: The cutting-edge study on designs, synthesis, 
and applications. Coordination Chemistry Reviews, 427, 213554. 
https://doi.org/10.1016/j.ccr.2020.213554 

17. Yoo, Y., Lai, Z., & Jeong, H. K. (2009). Fabrication of MOF-5 
membranes using microwave-induced rapid seeding and solvothermal 
secondary growth. Microporous and Mesoporous Materials, 123(1–3), 
100–106. https://doi.org/10.1016/j.micromeso.2009.03.036 

18. Zou, X., Zhu, G., & Print, M. (2020). Microporous Materials for 
Separation Membranes. Chromatographia, 83(12), 1561–1562. 
https://doi.org/10.1007/s10337-020-03968-y 
 



96



97

Structural Behaviors of Nicotinamide Complexes of Cd(II) 
Arylcarboxylates

 
 Hacali Necefoğlu1, Füreya Elif Öztürkkan2*, Tuncer Hökelek3

1Kafkas University, Department of Chemistry, Kars, Türkiye
2Kafkas University, Department of Chemical Engineering, Kars, Türkiye

3Hacettepe University, Department of Physics, Ankara, Türkiye
* E-mail: fozturkkan36@gmail.com



98



99

 

INTRODUCTION 
Many coordination compounds containing carboxylate groups have been the 

subject of many staudies due to their structural properties and application areas. 
Many parameters such as the central metal atom, the main and auxiliary ligands 
used, and their functional groups being nucleophilic or electrophilic, pH, 
solvent, synthesis method, and temperature affect the structural diversity. 
Cadmium complexes also attract the attention of inorganic chemists due to their 
structural properties. The attractiveness of cadmium lies in the fact that in the 
case of the chemistry of carboxylates, it can be considered as a fairly close 
analog of Mn(II), Fe(II), Co(II), Ni(II), Cu(II), and Zn(II). The properties of 
cadmium compounds significantly expand the possibilities for the synthesis of 
carboxylate complexes in comparison with the use of compounds with 3d-
metals (Sen et al., 1999). Thus, the noticeably greater stability of cadmium 
complexes makes it possible to carry out many syntheses of its carboxylate 
complexes in aqueous media. The main differences in the composition and 
structure of cadmium and 3d-metal complexes are because a noticeably longer 
cadmium-element bond length leads to a significant decrease in steric effect, 
and the ability of cadmium to exhibit large coordination number can manifest 
itself in the fact that, unlike 3d elements, it can form complexes of different 
structures with ligands of a similar nature. And the ability to exhibit a 
coordination number greater than six can lead to the formation of the same 
types of metal backbones with monodentate and chelating ligands. In the case of 
cadmium compounds, the influence of the nature of the carboxylate anion is 
much stronger. The greater stability of cadmium complexes is also reflected in 
the formation of stable intermediates with coordinated solvent molecules, which 
is much less common in the case of 3d metals (Bhattacharya, Dey, & Ghoshal, 
2013; Khattak et al., 2022). It should be noted that the structure of Cd(II) 
complexes differs significantly from the complexes of 3d metals, including 
Zn(II), and the variation of the molecules of the N-donor ligand and carboxylate 
anions, which are part of the complexes, makes it possible to trace dependence 
of the structure and properties of compounds on the steric features of the 
ligands. A typical difference between the chemistry of Cd(II) and Zn(II) can be 
shown using acetate complexes as an example. Zinc(II) acetate is a 
mononuclear coordination compound [Zn(H2O)2(OAc)2]. Whereas in the case of 
cadmium(II) acetate, due to the chelate-bridging coordination of carboxylate 
anions, the already polymeric complex [Cd(H2O)2(OAc)2]n(Shemelev, 2020). 

Cadmium(II) has four, five, six, seven, and eight coordination numbers. In a 
study comparing the structures of the 200 cadmium (II) complexes whose 
crystal structure was determined,   it was found that in 19.8 % of these 
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complexes, coordination numbers of cadmium had four and five. In addition, in 
56 % of these complexes, the coordination number of cadmium was reported to 
be six. In the same study, seven-coordinate cadmium (II) complexes were 
reported to be less common in the literature (Sen et al., 1999).  

In this study, the structures of nicotinamide complexes of cadmium 
arylcarboxylates with monomeric, dimeric, ionic, polymeric, and 
supramolecular structures were discussed. 

 
Mononuclear Complexes 
Among the nicotinamide complexes of Cd(II) arylcarboxylates, two 

mononuclear compounds whose crystal structures have been studied are known. 
The Cd atom in the nicotinamide complex of cadmium 2-nitrobenzoate lies on a 
center of inversion in an all-trans octahedral environment. In the structure 
where all ligands are monodentate coordinated, there are also two 
uncoordinated water molecules (Figure 1).In the crystal, the complex interacts 
with the uncoordinated water molecules through O-H…O and N-H…O hydrogen 
bonds, forming a layered network. Cd-OCOO, Cd-Ow, and Cd-N bond lengths are 
2.325 Å, 2.326 Å, and 2.329 Å, respectively [4]. A similar configuration is 
observed around the Cd atom in the N, N'-diethylnicotinamide complex of 
cadmium 4-cyanobenzoate (Cd-OCOO, Cd-OW,and Cd-N bond lengths are 2.259 
Å, 2.319 Å, and 2.334 Å, respectively). This type of structure is frequently 
encountered in monomeric nicotinamide complexes of 3d-metal 
arylcarboxylates (Çaylak, Hökelek, & Necefoğlu, 2007; Hökelek, Çaylak, & 
Necefoğlu, 2007; Hökelek & Necefoğlu, 2007a, 2007b; Necefoğlu, Özbek, 
Öztürk, Tercan, & Hökelek, 2011; O. Şahin, Büyükgüngör, Köse, & Necefoglu, 
2007; Onur Şahin, Büyükgüngör, Köse, Ozturkkan, & Necefoglu, 2007). 

An example of a second mononuclear structure is the nicotinamide complex 
of Cd(II) 2,4,6-trimethylbenzoate (Figure 1). In this structure, 2,4,6-
trimethylbenzoate anions are coordinated as bidentate (Cd-OCOO 2.297 Å and 
2.527 Å), while nicotinamide (Cd-N 2.371 Å) and water molecules (Cd-Ow 
2.306 Å) are monodentate. There is a pentagonal bipyramidal coordination 
circle around the cadmium atom, and the coordination number of cadmium is 
seven (Figure 1) (Hökelek, Özkaya, & Necefoğlu, 2018). The cadmium atom 
shows similar structural behavior in the isonicotinamide complex of cadmium 
4-formylbenzoate, where Cd-OCOO 2.307-2.606 Å, Cd-Ow 2.327 Å, Cd-N 2.320 
and 2.336  Å (Hökelek, Yılmaz, Tercan, Gürgen, & Necefoğlu, 2009). 
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Figure 1. Molecular structures of the nicotinamide complex of cadmium 2-

nitrobenzoate (in left) (Zhang, Yang, Lin, & Ng, 2009)and the nicotinamide 
complex of Cd(II) 2,4,6-trimethylbenzoate (in right) (Hökelek et al., 2018). 

 
Binuclear Complexes 
Binuclear complexes of cadmium arylcarboxylates with the formula 

[Cd2(ArCOO)4(NA)2(H2O)2] (ArCOO – arylcarboxylate anion, NA - 
nicotinamide molecule) appear in two different structures. The first of these 
structures is schematically given in Figure2.  

 

 
Figure 2.The general molecular structure of the nicotinamide complexes of 

Cd(II) 4-methyl- (Dincel, Tercan, Çimen, Necefoğlu, & Hökelek, 2012), 4-
methylamino-(Hökelek, Sağlam, Tercan, Aybirdi, & Necefoğlu, 2010), 4-
dimethylamino- (Hökelek, Süzen, Tercan, Aybirdi, & Necefoğlu, 2010) and 3-
fluorobenzoates (Öztürkkan Özbek, Sertçelik, Yüksek, Elmalı, & Şahin, 2020). 

As seen in the figure, in the nicotinamide complexes of Cd(II) 4-methyl- 
(Dincel et al., 2012), 4-methylamino-(Hökelek, Sağlam, et al., 2010), 4-
dimethylamino- (Hökelek, Süzen, et al., 2010)(Hökelek, Süzen, et al., 2010)and 
3-fluorobenzoates (Öztürkkan Özbek et al., 2020)one of arylcarboxylate anions 
around the cadmium atom acts as tridentate ligands (Figure 2). Namely, 
molecules of the complexes are built from centrosymmetric binuclear metal 
fragments interconnected by two chelate-bridging acid anions, and cadmium 
atoms complete the environment by coordinating one chelating acid anion, one 
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monodentate nicotinamide, and one water molecule. The coordination number 
of each cadmium atom in such dimeric complexes is seven. The bond lengths 
formed by the cadmium atom and the distances between the two cadmium 
atoms and the selected bond angles are given in Table 1. 

 
Table 1.The bond lengths and angles of the binuclear complexes. 

R 4-CH3-
C6H4COO 

(Dincel et al., 
2012) 

4-CH3NH-
C6H4COO 

(Hökelek, Sağlam, 
et al., 2010) 

4-(CH3)N-
C6H4COO(Hökelek, 
Süzen, et al., 2010) 

3-F-
C6H4COO(Öztürkkan 

Özbek et al., 2020) 

Cd-O1 2.635 Å 2.510 Å 2.571 Å 2.285 Å 
Cd-O2 2.272 Å 2.319 Å 2.285 Å 2.585 Å 
Cd’-O2 2.527 Å 2.563 Å 2.576 Å 2.591 Å 
Cd-O3 2.374 Å 2.384 Å 2.351 Å 2.198 Å 
Cd-O4 2.340 Å 2.317 Å 2.336 Å 2.697 Å 
Cd-Ow 2.299 Å 2.315 Å 2.317 Å 2.383 Å 
Cd-N 2.324 Å 2.327 Å 2.334 Å 2.249 Å 
Cd…Cd’ 3.780 Å 3.820 Å 3.812 Å 4.078 Å 
O1-Cd-O2 52.85° 54.22° 53.78° 53.09° 
O3-Cd-O4 55.62° 55.71° 55.96° 52.90° 
Cd-O2-Cd’ 103.78° 102.88° 103.13° 144.10° 

 
In the isonicotinamide complex of Cd(II) 3-hydroxybenzoate, which has a 

similar cluster structure, unlike the binuclear complexes mentioned above, the 
coordination number of the cadmium atom is 6 due to the absence of a water 
molecule around the coordination. In addition, four uncoordinated water 
molecules in this compound intermolecular O-H···O and N-H···O hydrogen 
bonds link the molecules into a three-dimensional network. The distance 
between two cadmium molecules is 3.818 Å (Zaman, Çaylak Delibaş, 
Necefoğlu, & Hökelek, 2012). 

 
Figure 3. Molecular structures of the nicotinamide complex of cadmium 4-

methylbenzoate (in left) (Zaman et al., 2012)and the nicotinamide complex of 
Cd(II) 3-chlorobenzoate (in right) (Bozkurt, Dilek, Çaylak Delibaş, Necefoğlu, 
& Hökelek, 2013). 
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In the centrosymmetric binuclear nicotinamide complex of cadmium(II) 3-

chlorobenzoate, the Cd(II) atom is coordinated by one hetero-N atom from one 
bridging nicotinamide ligand (Cd-N 2.338 Å) and one OCO atom from another 
symmetry-related bridging nicotinamide ligand(Cd-OCO 2.318 Å), four OCOO 
atoms from two 3-chlorobenzoate ligands (Cd-OCOO  2.323 Å, 2.480 Å, 2.545 
Å, 2.311 Å) and one water molecule (Cd-Ow 2.302 Å) in a pentagonal 
bipyramidal geometry (Figure 3).  The Cd···Cd’ distance is 7.165 Å (Bozkurt et 
al., 2013). 

 
Figure 4. Molecular structure of the nicotinamide complex of cadmium 3-

fluorobenzoate (Öztürkkan Özbek et al., 2020). 
 
Unlike the nicotinamide complex of Cd(II) 3-fluorobenzoate, which is 

synthesized by crystallization at room temperature, the complex with the same 
formula obtained by hydrothermal synthesis is isomorphic to the nicotinamide 
complex of Cd(II) 3-chlorobenzoate mentioned above. In this complex, which 
has a binuclear structure, two nicotinamide molecules act as a bidentate-bridge 
(Cd-N 2.341 Å, Cd-OCO 2.330 Å) between two cadmium atoms Cd …Cd’ 7.204 
Å). By the coordination of four chelated oxygen atoms from 3-fluorobenzoate 
anions (Cd-OCOO 2.302 Å, 2.533 Å, 2.342 Å, 2.442Å) and one water molecule 
(Cd-Ow 2.315 Å), the coordination environment of the cadmium atom is 
completed to the pentagonal-bipyramid (Figure 4) (Öztürkkan Özbek et al., 
2020). 

 
Complexes with ionic, supramolecular, and coordination polymer 

structures 
Among the nicotinamide complexes of cadmium arylcarboxylates, there is 

an ionic complex. In this complex, where 4-formylbenzoate is the primary 
ligand, there are two nicotinamide molecules coordinated over the pyridine ring 
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nitrogen atom and four coordinated water molecules in the cationic unit (Figure 
5). There are two 4-formylbenzoate anions in the anionic unit. In the three-
dimensional network, cationic and anionic units are connected through 
hydrogen bonds. The Cd-N bond distance is 2.305 Å (Deng, Gao, & Ng, 2007). 

 
Figure 5. Molecular structure of the nicotinamide complex of cadmium 3-

formylbenzoate (Deng et al., 2007). 
 
The cadmium 2-hydroxybenzoate nicotinamide complex is an example of a 

supramolecular structure. There are two independent molecules in the 
asymmetric unit of the crystal structure. There is octahedral coordination around 
the cadmium atom in one unit and pentagonal bipyramidal coordination in the 
other unit (Figure 6). The unit with octahedral coordination has a trans 
structure. All ligands were monodentate coordinated. In the other unit, two 2-
hydroxybenzoate anions are bidentate chelate coordinated, and water and 
nicotinamide molecules are monodentate coordinated. The structure also 
contains four uncoordinated water molecules. Cd-N1 (six coordinated unit) and 
Cd-N2 (seven coordinated unit) bond distances are 2.3118 Å and 2.2824 Å, 
respectively (Çaylak Delibaş, Necefoğlu, & Hökelek, 2013). 

 
Figure 6. Molecular structures of the nicotinamide complex of cadmium 2-

hydroxybenzoate (Çaylak Delibaş et al., 2013). 
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The cadmium benzenedicarboxylate nicotinamide complex has a 

coordination polymer structure. In the crystal structure, there is a bidentate 
chelate 1,4-benzenedicarboxylate anion, two nicotinamide molecules, two 
bidentate bridge 1,4-benzenedicarboxylate anion around the cadmium atom. In 
three-dimensional networks, NH⋯O(COO) is connected by hydrogen bonds. Cd-
N distances are determined as 2.358 Å and 2.348 Å. The bond distances 
between the bidentate chelate coordinate 1,4-benzenedicarboxylate anion and 
cadmium are 2.297 (Cd-O5) and 2.465 (Cd-O6) Å. Cd-O3 and Cd-O4 distances 
in carboxylate anion bridges are 2.167 Å and 2.224 Å, respectively (Figure 
7)(Chisca et al., 2018). 

 
Figure 7. Molecular structures of the nicotinamide complex of cadmium 

1,4-benzenedicarboxylate (Chisca et al., 2018). 
 
CONCLUSION 
In this study, the crystal structures of nicotinamide complexes of cadmium 

arylcarboxylates were discussed. These complexes exhibit different structural 
properties such as monomeric, dimeric, ionic, polymeric and supramolecular. 
Six of these complexes, which have eleven different examples in the literature, 
have a dimeric structure. The coordination number of cadmium in all dimeric 
complexes is seven, and these dimeric complexes contain the water molecule. 
The number of coordination in the monomeric complex containing 2-
nitrobenzoate anion is six, while the number of coordination in the monomeric 
complex containing 2,4,6-trimethylbenzoate anion is seven. The 4-
formylbenzoate anion in the ionic complex is located outside the coordination 
sphere. The main ligand of the polymeric complex is terephthalic acid, and it is 
the only complex that does not contain a water molecule among the 
nicotinamide complexes of cadmium aryl carboxylate. The asymmetric unit in 
the supramolecular complex, which has interesting structural architecture, 
contains two different molecules. In the supramolecular structure, 2-
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hydroxybenzoate ligand is a monodentate coordinate in one molecule and a 
bidentate coordinate in another. In a study in which nicotinamide complexes of 
cadmium 3-fluorobenzoate were synthesized by classical and hydrothermal 
methods, 3-fluorobenzoate anions form a bridge in the complex synthesized by 
the classical method, while nicotinamide molecules form a bridge in the 
complex synthesized by the hydrothermal method.  

As a result, nicotinamide complexes of cadmium arylcarboxylates have 
different structural properties. Arylcarboxylates with different functional groups 
may have different coordination abilities. Cd-O and Cd-N bond distances can 
vary in monomeric, dimeric, and coordination polymer structures. While 
arylcarboxylates can be coordinated in the form of monodentate, bidentate 
chelate, and bidentate bridge in crystal structures, there are examples of 
structures where they are not coordinated. Nicotinamide molecules can be 
coordinated as monodentate or bidentate bridges. 
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General Characteristics of Rosa canina L. 
Rosa canina L., an angiosperm and perennial herb, is a member of the L. 

Rosaceae family.(Demir and Özcan 2001; Tomljenovic and Pejić 2018).The 
approximate height of this perennial plant is 2-3 m(Demir and Özcan 
2001).Rosehip is a fruit with a length of 16-20 mm and a width of 10-14 mm 
(Figure 1). The color of the petals is pale pink.The taxonomic classification of 
Rosa canina L. is as follows: 

Kingdom Plantae 
Class  Magnoliopsida 
Order  Rosales 
Family  Rosaceae 
Genus  Rosa L. 
Species Rosa canina L.- dog rose(URL-1) 

 
Figure 1. Fruits of Rosa Canina L. (rosehip). 
 
Rosa canina L. is widely grown in Africa, Asia, and Europe due to the lack 

of a special climate and soil requirement(URL-2) (Figure 2). It is a plant that 
grows in almost every region of Türkiye.The fruit of the plant is known as rose 
hips, and it may be consumed fresh as well as made into syrup, jam, marmalade, 
flour, and tea (Ayati et al. 2019; Dénes et al. 2012).Rosehip is widely used in 
folk medicine for the treatment of gastrointestinal diseases, respiratory system 
ailments, hypertension, and kidney Stones (Ayati et al. 2019; Patel 2017).  

In addition, many researchers have reported that rosehip has 
antioxidant(Czyzowska et al. 2015), anticancer(Mármol et al. 2020), anti-
inflammatory(Chrubasik-Hausmann et al. 2014), antiobesity(Goto et al. 2012), 
antidiabetic(Andersson et al. 2011), antibacterial(Wang, Liang, and Cock 2020), 
antidepressant(Parandin 2019), hepatoprotective (Sadeghi et al. 2016)and 
antiulcerogenic(Gurbuz et al. 2003) properties. 
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For this reason, the plant is thought to have an important place in both folk 
medicine and modern medicine. Rosehip is used in cosmetics as well as food 
(Taneva et al. 2016). 

  

 
Figure 2. Distribution map of Rosa Canina L. (URL-2). 
 
The fruits of Rosa canina L. (rosehip) contain phytochemicals such as 

phenolic compounds, flavonoids, anthocyanins, tannins, and carotenoids 
(Tahirović and Bašić 2017). It has been determined that these edible fruits 
contain many phenolic components such as quercetin, gallic acid, epicatechin, 
salicylic acid, rutin, elagic acid, myricetin, chlorogenic acid, vanilic acid, 
catechin hydrate, syringic acid and sinapic acid (Cosmulescu, Trandafir, and 
Nour 2017).  When evaluated in terms of mineral content, it has been reported 
that rosehip fruit, which is rich in calcium, magnesium, and iron, contains traces 
of sodium, copper, chromium, zinc, and boron. (Cosmulescu et al. 2017; Ercisli 
2005). Rosehip contains Thiamin (B1), Riboflavin (B2), Niacin (B3), Pantothenic 
acid (B5), Vitamin B6, and Vitamin A, with a predominance of Vitamin C(Fan, 
Pacier, and Martirosyan 2014).The biological activity of rosehip is attributed to 
its rich phytochemical content(Sahingil and Hayaloglu 2022).It has been 
reported that the chemical composition of the plant varies depending on the 
region where it was collected, climate, soil quality, degree of maturity, 
cultivation method, and storage conditions (Fan et al. 2014). 

 
Anticarcinogenic Effects 
Effects of Rosa canina L. on Breast Cancer 
Berköz et al. obtained 70% ethanol extracts of Rosa canina L. fruits, which 

they collected from Mersin, Turkey.The effects of the samples prepared in the 
concentration range of 12.5-100 µg/mL of these extracts on MCF-7 and MDA-
MB-468 breast cancer cells were investigated by apoptosis assay and 
colorimetric methods MTT and Caspase-3 activity assay.According to the 
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Anticarcinogenic Effects 
Effects of Rosa canina L. on Breast Cancer 
Berköz et al. obtained 70% ethanol extracts of Rosa canina L. fruits, which 

they collected from Mersin, Turkey.The effects of the samples prepared in the 
concentration range of 12.5-100 µg/mL of these extracts on MCF-7 and MDA-
MB-468 breast cancer cells were investigated by apoptosis assay and 
colorimetric methods MTT and Caspase-3 activity assay.According to the 

results obtained using the MTT method, Rosa canina L. fruit extracts at a 
concentration of 25 µg/mL caused significant cytotoxicity on both cell lines at 
48 hours of exposure.In addition, when exposures of 24, 48, and 72 hours are 
taken into account, it has been reported that more cell death occurs as the 
application time and concentration increase. The findings of the apoptosis assay 
show that apoptosis occurs on these extracts on both cell lines.However, the 
findings of Caspase-3 enzyme test, which is another colorimetric method, show 
that apoptosis occurs in MDA-MB-468 breast cancer cells at a concentration of 
25 µg/mL, and no increase in apoptosis occurs on MCF-7 cells in 6, 12 and 24 
hours application. According to the results of this study, hydroalcoholic extracts 
of Rosa canina L. fruits have been suggested as anticarcinogenic agents for 
breast cancer (Berkoz et al. 2019). In another study by Nadpal et al., the effects 
of water and methanol extracts of fresh and air-dried fruits, and jam and puree 
of a Rosa canina L. sample collected in Serbia, on MCF-7 cells were 
investigated by the sulphorhodamine B method, but they could not obtain any 
IC50 values (Nađpal et al. 2016). The cytotoxic effects of 80% methanol extracts 
and methanol extracts containing 0.5% TFA of mature Rosa canina L. fruits 
collected from Northern Portugal were investigated on MCF-7 cells. It has been 
reported that these extracts exhibited 50% grown inhibition value at a 
concentration higher than 400 µg/mL(Guimarães et al. 2014). 

Effects of Rosa canina L. on ColonCancer 
The effects of water and methanol extracts of fresh and air-dried fruits of 

Rosa canina L. and its jam and puree were investigated on HT-29 colon cancer 
cells by the sulphorhodamine B method. But it was determined that all 
investigated extracts, jam, and puree had any effect on this cell line(Nađpal et 
al. 2016).Guimaraes et al. investigated the effects of methanol extracts 
containing 0.5% TFA and methanol-water extracts of ripe Rosa canina L. fruits 
on HCT-15 colon cancer cells using the sulforhodamine B method. They 
determined the grown inhibition values for these extracts as 243.51 and 243.67 
µg/mL, respectively.In addition, according to this result, it was determined that 
the rosehip extracts used in this study caused more cytotoxic effects on HCT-15 
colon cancer cells than MCF-7 cells (Guimarães et al. 2014).Turan et al. 
investigated the cytotoxic effects of rosehip fruits collected from eastern Turkey 
and cisplatin on WiDr cells by MTT method.According to the findings of the 
researchers, when WiDr cells were exposed to fruit extract and cisplatin for 72 
hours, the IC50 values were determined as 270.00 and 1.30 µg/mL, respectively. 
However, when the findings of the study were evaluated in general, it was 
emphasized that Rosa canina fruits, which are rich in polyphenols, could be a 
natural anticarcinogenic agent for WiDr cells(Turan et al. 2018). 
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Effects of Rosa canina L. on BrainCancer 
Cagle et al. determined that methanolic rosehip extracts in the concentration 

range of 25 μg/mL-1 mg/mL exhibited a significant cytotoxic effect on A-172 
cells. These extracts caused a decrease in the proliferation of U-251 MG and U-
1242 MG cells at concentrations of 1 mg/mL, 250 μg/mL, and 25 μg/mL. 
According to these findings, methanolic rosehip extracts (North Carolina, USA) 
caused a decrease in cell proliferation rate in human brain tumor cell 
lines(Cagle et al. 2012). 

Effects of Rosa canina L. on Lung Cancer 
Guimaraes et al. studied the effects of Rosa canina L. fruits on breast and 

colon cancer cells as well as on NCI-H460 lung cancer cells.While the grown 
inhibition value for rosehip extracts obtained with 80% methanol solvent was 
found as 254.69 μg/mL, this value was determined as 305.97 μg/mL for 
methanol extracts containing 0.5% TFA.This clearly shows that while 
methanol-water extract causes more cytotoxicity on lung cancer than on breast 
cancer cells, this cytotoxic effect is similar to the effect on colon cancer 
cells(Guimarães et al. 2014). In a study on the effects of rosehip on A549 lung 
cancer cells, the MTT method was used and the exposure time was determined 
as 72 hours.The cytotoxic effects of DMSO extracts of ripe fruits collected from 
eastern Turkey were compared with the effects of cisplatin. IC50 values were 
determined as 142.5 and 0.69 μg/mL for the extract and cisplatin, respectively. 
The apoptotic and cytotoxic effect exhibited by these extracts has been 
attributed to their phenolic content (Kilinc et al. 2020). 

Effects of Rosa canina L. on LiverCancer 
Fetni et al. investigated the anticarcinogenic effects of rosehip fruit extracts 

in the concentration range of 0.1-250 μg/mL, collected from Algeria, on HepG2 
liver cancer. The IC50 value was determined as 30.44 μg/mL. It has been 
reported that rosehip extracts reduce cell proliferation as the concentration 
increases, and even at 250 ppm concentration, approximately 75% cell 
inhibition occurs. The average GI50 value reported by Guimaraes et al. on the 
same cell line is 270 μg/mL (Guimarães et al. 2014). 

Effects of Rosa canina L. on CervixCancer 
Nadpal et al. reported that water and methanol extracts of fresh and air-dried 

fruitsand jam of rosehip sample collected from Serbia did not cause cytotoxicity 
on HeLa cells, while the IC50 value for puree was 498 μg/mL. In the study 
findings of this research group, no IC50 value could be determined for breast and 
colon cancer. The only cell line with reported cytotoxicity is the HeLa cell line 
(Nađpal et al. 2016). The cytotoxic effects of rosehip on HeLa cells were also 
investigated by Guimaraes et al. The GI50 values determined for 
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in the concentration range of 0.1-250 μg/mL, collected from Algeria, on HepG2 
liver cancer. The IC50 value was determined as 30.44 μg/mL. It has been 
reported that rosehip extracts reduce cell proliferation as the concentration 
increases, and even at 250 ppm concentration, approximately 75% cell 
inhibition occurs. The average GI50 value reported by Guimaraes et al. on the 
same cell line is 270 μg/mL (Guimarães et al. 2014). 

Effects of Rosa canina L. on CervixCancer 
Nadpal et al. reported that water and methanol extracts of fresh and air-dried 

fruitsand jam of rosehip sample collected from Serbia did not cause cytotoxicity 
on HeLa cells, while the IC50 value for puree was 498 μg/mL. In the study 
findings of this research group, no IC50 value could be determined for breast and 
colon cancer. The only cell line with reported cytotoxicity is the HeLa cell line 
(Nađpal et al. 2016). The cytotoxic effects of rosehip on HeLa cells were also 
investigated by Guimaraes et al. The GI50 values determined for 

hydromethanolic and methanol extracts containing 0.5% TFA using the SRB 
method are 253.03 and 311.16 μg/mL, respectively. When these findings were 
evaluated, Guimaraes and his research group, who investigated the effects of 
rosehip on breast, lung, colon, cervix, and liver cancer cells, reported that 
rosehip extracts caused the most cytotoxicity on colon cancer cells (Guimarães 
et al. 2014). 

Effects of Rosa canina L. on Neuroblastoma Cancer 
Fetni et al. investigated the cytotoxic effects on SH-SY5Y neuroblastoma 

cells of rosehipextracts collected from Algeria (in the concentration range of 
0.1-250 μg/mL). They reported the IC50 value as 18.15 μg/mL. The same 
research group reported that similar to the effects of rosehip extracts on liver 
HepG2 liver cancer cells, cell proliferation decreased as the concentration 
increased and approximately 70% cell inhibition occurred at the highest 
concentration of the study, 250 μg/mL. However, the anticarcinogenic effect of 
these extracts, whose effects were examined, on SH-SY5Y neuroblastoma cells 
is greater than the effect on HepG2 liver cancer cells (Fetni, Bertella, and 
Ouahab 2020). 

Effects of Rosa canina L. on Thyroid Cancer 
Naseri and his study group investigated the anticarcinogenic effects on B-

CPAP and Thr.C1-PI 33, which are thyroid cancer cells,of 80% ethanol extracts 
of rosehip fruits collected in winter in Iran using Trypan blue and MTT 
methods. It has been reported that extracts in the concentration range of 6.25-
800 μg/mL cause more cytotoxicity due to increasing doses and exposure times 
(24, 48, and 72 hours). In the comparison made in the same study, it was 
emphasized that rosehip extracts were more cytotoxic on Thr.C1-PI 33 cells 
(Naseri et al. 2022). 

 
Results and Recommendations 
In this study, studies on the anticarcinogenic properties of Rosa canina L., 

which can be consumed in the form of dried and fresh fruit, jam, puree, and tea, 
were reviewed. It was determined that the effects of extracts of fruits obtained 
by using different solvents on breast, colon, brain, thyroid, cervix, and 
neuroblastomacancers were investigated.Since the cytotoxicity determination 
method, the concept expressing cytotoxicity such as IC50 and GI50, the place 
where the plant is collected and the extraction solvent is different, it is not 
possible to compare the anticarcinogenic effects on the same cell line in 
detail.However, when evaluated in general, it is possible to say that the plant 
has an anti-carcinogenic effect on these cancer cells.In this context, it is 
necessary to investigate the properties of different in vitro/in vivo antitumoral 
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methods, different cell lines, different extraction methods, different extraction 
solvents, and fruits from different localities. Alternative medicine needs more 
detailed research to use plants in the treatment of diseases.Since Rosa canina L., 
which grows in many parts of the world, is also used in folk medicine, there is 
an important literature gap on its anticarcinogenic properties. We think that this 
study will guide further research. 
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1. Introduction 
Microwave, typically electromagnetic radiation, is located between infrared 

IR and radio waves. Microwave technology has a wide range of applications in 
organic chemical synthesis today [1].Today, microwave technology is widely 
used in organic chemical synthesis. The absorption and transmission of 
microwave radiation are fundamentally different from conventional heating. 
Traditional heating uses convection and conduction to transfer energy from the 
surface to the ground, requiring the vessel to be superheated to reach the target 
temperature. This is an inefficient heating method because the surface 
temperature is higher than the bulk temperature. On the other hand, microwave 
radiation occurs through efficient internal heating due to the direct correlation 
of microwave energy to the batch reaction mixture[2]. 

Only one or two compounds are involved in a chemical reaction. Reactions 
that form products from three or more different starting compounds in a single 
vessel are called multicomponent reactions (MCRs) [3]. In recent years, 
multicomponent reactions have received great attention due to the minimization 
of operating steps, energy consumption, cost, time, and the number of reagents 
[4]. Microwave-assisted reactions, on the other hand, have advantages such as 
shorter reaction times, higher yields, and less by-product formation. It 
significantly accelerated the reaction rates of many chemical reactions. In 
addition, some reactions that cannot be performed or are difficult with classical 
methods have been made possible with the microwave method [5]. 

2. Three-component microwave assisted reactions 
Khan et al (2022) synthesized the compound 3-nitro-N,2-diphenyl-2H-

chromen-4-amine in the microwave with 91%yield efficiency in a short time, 
based on the (E)-2-(2-nitrovinyl)phenol compound, aniline and benzaldehyde 
compounds (three-components). DMSO was used as solvent and L-proline as 
catalyst in this reaction. This reaction in the microwave has provided another 
advantage in addition to creating products in a short time and using a cheap and 
easily available catalyst [6]. 

 
Jamali et al (2022) synthesized 2-hydroxy-4-(4-hydroxyphenyl)-5H-

indeno[1,2-b]pyridine-5-one compound with 95% yield efficiency in a single 
container in the microwave based on the compounds 1H-indene-1,3(2H)-dione, 
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acetamide, and 4-hydroxybenzaldehyde. Different methods were tried in the 
study. For example; Although the reaction time is continued for up to 8 hours 
using the same components and catalyst, the reaction is not completed. But this 
reaction took place in the microwave with the same components and catalyst in 
5 minutes [7]. 

 
 
Kumar et al (2020) reacted 4-amino-2H-chromen-2-one (2 eq.) and 4-

nitrobenzaldehyde (1 eq.) compounds in the microwave in acetonitrile and 
ethylene glycol. As a result of the multicomponent reaction, they obtained the 
compound 7-(4-nitrophenyl)dichromeno[4,3-b:3',4'-e]pyridine-6,8(7H,14H)-
dione with 92% yield efficiency [8]. 

 
Teleb et al (2021) synthesized the 7-(4-methoxyphenyl)-3-phenyl-9-

(thiophen-2-yl)pyrido[3',2':4,5]thieno[3,2-d]pyrimidin-4(3H)-one compound 
with high efficiency in the microwave using the multicomponent technique. 
Starting compounds; consist of three components: 1,1-dimethoxy-N,N-
dimethylmethanamine, aniline, and ethyl 3-amino-6-(4-methoxyphenyl)-4-
(thiophen-2-yl)thieno[2,3-b]pyridine-2-carboxylate. Using the same 
temperature (110 °C) and the same solvent (Dioxane), 2 different methods were 
tried and the effect on yield was investigated. In the study, the target product 
was synthesized with 69% yield efficiency in 10 hours with the traditional 
method, while it was synthesized in the microwave with 77% yield efficiency in 
45 minutes [9]. 
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was synthesized with 69% yield efficiency in 10 hours with the traditional 
method, while it was synthesized in the microwave with 77% yield efficiency in 
45 minutes [9]. 

 
The compound 5-nitro-1,3,6-triphenyl-1,2,3,4-tetrahydropyrimidine was 

synthesized by Gülbenek et al (2022) using a multicomponent reaction 
technique. (E)-N-(2-nitro-1-phenylvinyl)aniline,formaldehyde, and aniline were 
used as components. As a result of this reaction in the microwave, the target 
product was realized with 78% yield efficiency in 40 minutes. The same 
components were realized with 40% yield efficiency in 18 hours under the Et3N 
catalyst [10]. 

 
Lim et al. (2018) synthesized 7-amino-substituted 4-aminopyrazolo[1,5-

a][1,3,5]triazine-8-carboxylates derivatives in a tep container based on three-
components. For this, 5-aminopyrazole-4-carboxylates, trimethyl orthoformate, 
and cyanamide compounds were used. As for solvents, different solvents were 
tried, but the highest yield was observed to be realized in methanol. In this 
study, the reactions were carried out with high efficiency in 25 minutes in the 
microwave [11]. 
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3. Four-component microwave assisted reactions 
In 2006, Adib et al. and colleagues first mixed aldehyde and ketone at room 

temperature for 2.5 hours in the presence of sodium hydroxide. Then 
hydroxylamine and acetic acid were mixed at room temperature for 2.5 hours. 
These two mixtures were taken and placed in the microwave and 2,4,6-
triarylpyrimidines derivatives were synthesized. The efficiency of these 
reactions, which take place in 3 minutes at 150 °C, is in the range of 86–95% 
yields [12]. 

 
Mohammadrezaei et al. (2019) synthesized the compound 3-methyl-16-(4-

nitrophenyl)benzo[a]pyrano[3',4':5,6]pyrano[2,3-c]phenazin-1(16H)-one with 
four-components by multicomponent reaction method. This reaction, which was 
catalyzed by phosphotungstic acid, took place in the microwave with an 
efficiency of 88% yield in 20 minutes [13]. 
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yields [12]. 

 
Mohammadrezaei et al. (2019) synthesized the compound 3-methyl-16-(4-

nitrophenyl)benzo[a]pyrano[3',4':5,6]pyrano[2,3-c]phenazin-1(16H)-one with 
four-components by multicomponent reaction method. This reaction, which was 
catalyzed by phosphotungstic acid, took place in the microwave with an 
efficiency of 88% yield in 20 minutes [13]. 

 
  
Lian et al (2014) synthesized new arylboronic acid derivatives using a four-

component Ugi reaction method. These reactions occurred under appropriate 
conditions (45 minutes, 45 °C, 150 W) with efficiencies in the range of 52-81% 
in the microwave [14]. 

 
Miranda et al. (2020) synthesized ethyl 3-(tert-butylamino)-2-(N-

(cyclohexylmethyl)benzamido)-3-oxopropanoate compound in a microwave 
using a four-component multicomponent reaction technique. In this study, four-
components in the reaction; benzoic acid, ethyl 2-oxoacetate, 
phenylmethanamine and 2-isocyano-2-methylpropane were used. As a result of 
this reaction in indium(III) chloride and 2,2,2-trifluoroethanol, the target 
product has a yield of 49% [15]. 
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In their study, Thi et al. synthesized the new podophyllotoxin-

naphthoquinone and its derivatives by a microwave-assisted four-component 
reaction of 2-hydroxy-1,4-naphthoquinone, aromatic benzaldehyde, thromone 
acid, and ammonium acetate. The reaction time is 15 minutes and the yield of 
the products obtained as a result of this reaction is in the range of 78-82% yield 
[16]. 

 
Tangeti et al. (2016) obtained coumarin-containing dihydrofuran-derived 

compounds by multicomponent reaction in a single container. By developing an 
effective method, 4-hydroxy-6-methyl-2H-pyran-2-one, 2-hydroxy aromatic 
aldehydes, aromatic aldehyde, and pyridinium ylide compounds were reacted in 
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naphthoquinone and its derivatives by a microwave-assisted four-component 
reaction of 2-hydroxy-1,4-naphthoquinone, aromatic benzaldehyde, thromone 
acid, and ammonium acetate. The reaction time is 15 minutes and the yield of 
the products obtained as a result of this reaction is in the range of 78-82% yield 
[16]. 

 
Tangeti et al. (2016) obtained coumarin-containing dihydrofuran-derived 

compounds by multicomponent reaction in a single container. By developing an 
effective method, 4-hydroxy-6-methyl-2H-pyran-2-one, 2-hydroxy aromatic 
aldehydes, aromatic aldehyde, and pyridinium ylide compounds were reacted in 

the microwave under appropriate conditions. The 12 compounds synthesized in 
this study have yields in the range of 71-89% yield [17]. 

 
 
Conclusion 
To date, researchers have performed numerous microwave-assisted 

multicomponent reactions and evaluated the results. Especially in cases where a 
long-term reaction is required, the microwave method is very effective to 
shorten the reaction times and increase the yield of the products. In this review, 
the advantages of microwave, microwave-assisted three-component and four-
component multicomponent reactions were examined. Based on multiple 
components, it will offer advantages for researchers who want to carry out the 
reaction in a shorter time with high efficiency and want it to be economical. 
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1. Introduction 
Pyrazoles (Fig. 1), are aromatic diazoles with five-membered ring that 

exhibit a wide range of chemical and biological characteristics and they also 
have reached substantial popularity owing to their multipleuses [1]. 

 
 
 

Figure 1: Structure of pyrazole 
 
The pyrazole ring containing nitrogen is pyridine and pyrrole-like molecule. 

The nitrogen atom 1 makes the ring "pyrrole-similar" since its unrequited 
electrons are conjugated by an aromatic system. The nitrogen atom 2 makes the 
ring "pyridine-similar" because the unrequited electrons are not affected by 
resonance, as in the pyridine system. These structural differences make pyrazole 
to react with acids and bases [2] (Fig. 2).  

 

 
Figure 2: Cations and anions obtained from pyrazole. 
 
Pyrazole and its derivatives are very active groups of compounds, exhibiting 

an extensive range of pharmacological activities such as anti-tuberculosis, anti-
tumor, cardiovascular, analgesic, anti-bacterial, anti-convulsant, and anti-
inflammatory activities [3]. Therefore, these compounds are synthesized and 
evaluated as target structures by many researchers for their biological 
activity[4]. The structures of some pyrazole compounds marketed in different 
countries as pharmacological agents are shown in Table 1. 
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Table 1. List of some pyrazole compounds marketed as pharmacological 
agents. 

Pyrazole 
Derivative 

Structure Pharmacological 
Property 

 
Crizotinib [5] 

 

 
Anti-cancer 

 
Antipyrine [6] 

 

Non-steroidal  
anti-inflammatory 
drug (NSAID) 

 
Fomepizole [7] 

 

Antidote for 
methanol poisoning 

 
Mepiprazole [8] 

 

 
Minor tranquilizer 

 
2. Synthesis of pyrazole derivatives 
Various processes with their references were reported for the synthesis of 

pyrazoles listed below with explanations: 
From ethyl 2,4-dioxopentanoate: Karrouchi et al. synthesized ethyl 5-

hydroxy-1-isonicotinoyl-3-methyl-4,5-dihydro-1H-pyrazole-5-carboxylate with 
nearly 85% yield as a result of condensation reaction between ethyl 2,4-
dioxopentanoate and isonicotinohydrazide [9] (Scheme 1). 

 
Scheme 1 
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From furandione: Sener et al. synthesized a new compound containing 
pyrazole carboxylic acid with the reaction between furandione derivative 
compounds and nitrophenyl-hydrazine derivative compounds. Then, this 
compound was converted to acid chloride, nitrile, ester, and amides [10] 
(Scheme 2). 

 
Scheme 2 

 
In 2015, Kasımoğulları et al. synthesized new pyrazole carboxylic acid 

derivatives with high yield using different functional groups (R: OEt and Ar: 3-
NO2-Ph) with the same method. The synthesized pyrazole carboxylic acid 
compound was converted to the amide derivative at the beginning and then the 
full reduction reaction was carried out. The resulting product was treated with 
β-naphthol as a result of the diazotization reaction [11] (Scheme 3). 

 
Scheme 3 
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From asetofenon: Yan et al. firstly synthesized the compound (E)-1-phenyl-
2-(1-phenylethylidene) hydrazine with the reaction between acetophenone and 
phenylhydrazine compounds. This synthesized compound was converted to 1,3-
diphenyl-1H-pyrazole-4-carbaldehyde with 81% yield under Vilsmeier-Haack 
(DMF-POCl3) conditions [12] (Scheme 4). 

 
Scheme 4 

 
From 4-methylbenzaldehyde: Muhammed TK et al.synthesized the (E)-1-

phenyl-3-(p-tolyl)prop-2-en-1-one compound by Claisen Schmidt condensation 
of the acetophenone compound with 4-methylbenzaldehyde. This synthesized 
compound was further modified by cyclization with acetic acid and hydrazine 
hydrate to yield 1-(3-phenyl-5-(p-tolyl)-4,5-dihydro-1H-pyrazol-1-yl)ethanone 
compound [13](Scheme 5). 

 
Scheme 5 

 
From N'-(2-oxo-2-phenylethyl)benzohydrazide: Ardakani et al. synthesized 

functionalized 2,3-dihydro1H-pyrazoles with a high yield as a result of the 
three-component closure reaction between alkyl isocyanides and N'-(2-oxo-2-
phenylethyl)benzohydrazide [14](Scheme 6). 
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Scheme 6 

 
From aniline and aniline derivative: Demirçalı synthesized aniline and 

aniline derivative compounds with phenylcarbonohydrazonoyl dicyanide and its 
derivatives by the reaction with malononitrile solution in pyridine at 0–5 °C. 
Then, the derivatives of 4-(phenyldiazenyl)-1H-pyrazole-3,5-diamine were 
synthesized by combining arylazo malononitrile compounds with hydrazine 
[15] (Scheme 7). 

 

Scheme 7 
 

3. Isolation of natural pyrazoles, their medicinal importance, and 
synthetic ways. 

3.1. Fluviols 
Fluviols are antibiotics rich in bicyclic nitrogen categorized as Fluviol A, 

Fluviol B, Fluviol C, Fluviol D, and Fluviol E. Fluviols are produced by 
Pseudomonas fluorescenes. According to the biological activity studies of 
Smirnov et al., among these Fluviols, Fluviol E showed broad antibacterial 
activity by inhibiting the growth of gram-positive and gram-negative bacteria. 
Furthermore, it halted the growth of Ehrlich carcinoma by up to 40%. Fluviol C 
shows a lower antibacterial potency and a less toxicity than Fluviol E and a 
modest anti-tumor activity by inhibiting the growth of Ehrlich carcinoma by 
64%. Fluviol A, the demethylated derivative of Fluviol E, has a low toxicity and 



142

shows potent anti-tumor effects by inhibiting the growth of Ehrlich carcinoma 
by 83% [16] (Fig. 3). 

 
Figure 3 

 
3.2.L-α-Amino-β-(pyrazolyl-N)-propanoic acid 
L-α-amino-β-(pyrazolyl-N)-propionic acid or named as [(S)-β-

pyrazolylalanine or β-pyrazol-1-yl-L-alanine] is a histidine isomer. It is isolated 
as a first time in 1957 from Citrullus vulgaris juice. It is also the first natural 
product example of pyrazole with anti-diabetic activity [17] (Fig. 4). 

 
Figure 4 

 
3.3. Withasomnine 
Withasomnine is a pyrazole alkaloid and was first isolated from the stems of 

the Withania Somnifera Dun (Solanaceae) plant in 1966. This herb, especially 
used medicinally, is native to South Africa and India [18]. Traditionally, this 
plant is widely used worldwide as an immuno-modulator, anti-inflammatory, 
anti-stress, anti-cancer, anti-dementia, cardio-protective, health booster for 
mental and physical health, low blood pressure, diabetes treatment, aphrodisiac, 
enhances memory, and etc. The plant is also effective against different types of 
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anti-stress, anti-cancer, anti-dementia, cardio-protective, health booster for 
mental and physical health, low blood pressure, diabetes treatment, aphrodisiac, 
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cancers and problems of colon, blood, breast, lung, prostate, skin, liver, blood, 
and kidney [19] (Fig. 5). 

 
Figure 5 

 
4. Biological Activity of Pyrazole 
Theattendance of pyrazole compounds such ascelecoxib(Anti-inflammatory 

and analgesic agent),CDPPB(antipsychotic), Rimonabant(CB1 receptor 
modulator),Difenamizole(Pain relief), Betazole (H2 receptor agonist), 
Fezolamine (Antidepressant)aspharmacological agents of several therapeutic 
classes provides a wide rangeof biological activities [20]. These examples of 
pyrazoles have been shown in Fig. 6. 

 

 
Figure 6: Some pharmacologically significant active pyrazoles. 
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Pyrazole as anti-tubercular activity: Compounds synthesized by Pathak et 
al. were analyzed with in vitro anti-tubercular activity upon Mycobacterium 
tuberculosis H37Rv strain by radiometric measurements with BACTEC 460. 
Among these compounds with higher activity upon M. tuberculosis H37Rv 
were discovered with the N-((2R,3R)-3-chloro-2-(2-hydroxyphenyl)-4-
oxoazetidin-1-yl)-3-(4-chlorophenyl)-1H-pyrazole-5-carboxamide (MICb: 0.35 
μg/mL) compound [21] (Fig. 7). 

 
Figure 7 

 Shingare et al. synthesized new sulfonamide compounds with pyrazole 
oxadiazole derivatives starting from the 1-(3-fluoro-4-methoxyphenyl)ethanone 
compound and investigated their anti-tubercular activities. Anti-tubercular 
activity screening was evaluated upon M. tuberculosis H37Rv strain with the 
utilization of a standard drug called Isoniazid. Most of the synthesized 
compounds displayed the least activity than the norm drug Isoniazid. 2-(5-(3-
fluoro-4-methoxyphenyl)isoxazol-3-yl)-5-(4-fluorophenyl)-1,3,4-oxadiazole 
compound showed the highest activity against tuberculosis H37Rv strain [22] 
(Fig. 8).  

 

 
Figure 8 

Pyrazole as anti-tumor activity:Novel 1,5-diaryl substituted pyrazole 
secnidazole ester derivatives were synthesized by Teng et al and their anti-
tumor activities upon four tumor cell lines were investigated. 1-(2-methyl-5-
nitro-1H-imidazol-1-yl)propan-2-yl-1-phenyl-5-(m-tolyl)-1H-pyrazole-3-
carboxylate compound proved to have the best considerable inhibiting activities 
upon human tumor cell lines of NCI-H460, MCG-803 and Skov-3. On the BEL-
7404 cell, 1-(2-methyl-5-nitro-1H-imidazol-1-yl)propan-2-yl and 5-(4-
iodophenyl)-1-phenyl-1H-pyrazole-3-carboxylate compounds showed the best 
activity [23] (Fig. 9). 

 

  
IC50: 2.03 μM for BEL-7404 cell (liver tumor cell) 
1.34 μM for NCI-H460 cell (lung tumor cell) 
0.14 μM for MCG-803 cell (gastric tumor cell) 
0.87 μM for Skov-3 cell (ovarian tumor cell) 
 
Figure 9 
Because the ALK5 inhibitor plays an important function in the pathogenesis 

of many illnesses such as malicious tumors and texture fibrosis, Wang et al. 
synthesized varieties of 4-(pyridin-4-oxy)-3-(tetrahydro-2H-pyran-4-yl)-
pyrazole derivatives and studied the behavior of these compounds against the 
ALK5 inhibitor. According to the results obtained, 2-(4-(4-((4-((1-cyclopropyl-
3-(tetrahydro-2H-pyran-4-yl)-1H-pyrazol-4-yl)oxy)pyridin-2-yl)amino)-2-
(trifluoromethyl)phenyl)piperazin-1-yl)ethanol compound showed moderate 
ALK5 inhibitory activity (IC50 = 25 nM) [24] (Fig. 10). 

 

 
Figure 10 



145

Pyrazole as anti-tubercular activity: Compounds synthesized by Pathak et 
al. were analyzed with in vitro anti-tubercular activity upon Mycobacterium 
tuberculosis H37Rv strain by radiometric measurements with BACTEC 460. 
Among these compounds with higher activity upon M. tuberculosis H37Rv 
were discovered with the N-((2R,3R)-3-chloro-2-(2-hydroxyphenyl)-4-
oxoazetidin-1-yl)-3-(4-chlorophenyl)-1H-pyrazole-5-carboxamide (MICb: 0.35 
μg/mL) compound [21] (Fig. 7). 

 
Figure 7 

 Shingare et al. synthesized new sulfonamide compounds with pyrazole 
oxadiazole derivatives starting from the 1-(3-fluoro-4-methoxyphenyl)ethanone 
compound and investigated their anti-tubercular activities. Anti-tubercular 
activity screening was evaluated upon M. tuberculosis H37Rv strain with the 
utilization of a standard drug called Isoniazid. Most of the synthesized 
compounds displayed the least activity than the norm drug Isoniazid. 2-(5-(3-
fluoro-4-methoxyphenyl)isoxazol-3-yl)-5-(4-fluorophenyl)-1,3,4-oxadiazole 
compound showed the highest activity against tuberculosis H37Rv strain [22] 
(Fig. 8).  

 

 
Figure 8 

Pyrazole as anti-tumor activity:Novel 1,5-diaryl substituted pyrazole 
secnidazole ester derivatives were synthesized by Teng et al and their anti-
tumor activities upon four tumor cell lines were investigated. 1-(2-methyl-5-
nitro-1H-imidazol-1-yl)propan-2-yl-1-phenyl-5-(m-tolyl)-1H-pyrazole-3-
carboxylate compound proved to have the best considerable inhibiting activities 
upon human tumor cell lines of NCI-H460, MCG-803 and Skov-3. On the BEL-
7404 cell, 1-(2-methyl-5-nitro-1H-imidazol-1-yl)propan-2-yl and 5-(4-
iodophenyl)-1-phenyl-1H-pyrazole-3-carboxylate compounds showed the best 
activity [23] (Fig. 9). 

 

  
IC50: 2.03 μM for BEL-7404 cell (liver tumor cell) 
1.34 μM for NCI-H460 cell (lung tumor cell) 
0.14 μM for MCG-803 cell (gastric tumor cell) 
0.87 μM for Skov-3 cell (ovarian tumor cell) 
 
Figure 9 
Because the ALK5 inhibitor plays an important function in the pathogenesis 

of many illnesses such as malicious tumors and texture fibrosis, Wang et al. 
synthesized varieties of 4-(pyridin-4-oxy)-3-(tetrahydro-2H-pyran-4-yl)-
pyrazole derivatives and studied the behavior of these compounds against the 
ALK5 inhibitor. According to the results obtained, 2-(4-(4-((4-((1-cyclopropyl-
3-(tetrahydro-2H-pyran-4-yl)-1H-pyrazol-4-yl)oxy)pyridin-2-yl)amino)-2-
(trifluoromethyl)phenyl)piperazin-1-yl)ethanol compound showed moderate 
ALK5 inhibitory activity (IC50 = 25 nM) [24] (Fig. 10). 

 

 
Figure 10 



146

Pyrazole as anti-malarial activity: Seven compounds (thiazolyl-pyrazole 
derivatives) synthesized by Bansal et al. were studied for their anti-malarial 
effects upon the human malaria parasite Plasmodium falciparum. All tested 
compounds represented reasonable activity with IC50 ranging from 0.23 to 0.9 
μ/ml. Among these compounds, 2,6-dichloro and 4-fluoro substitutions showed 
great activity upon P. falciparum with IC50 values equal to 0.23 and 0.31 
μg/mL, respectively [25] (Fig. 11). 

 

 
Figure 11 

 
For neuroprotective activity: Neelarapu et al. investigated their neuro-

protective potential by developing various pyrazole-based diazide analogs. 
According to the results for the synthesized compounds, N1-(1-(3-azido-5-
(azidomethyl)benzyl)-1H-pyrazol-4-yl)-N6-hydroxyadipamide compound 
showed neuro-protective enzyme activity with histone deacetylase 3 by 
obtaining IC50 value of 17 nM. It has emerged as the most remarkable 
neuroprotective agent that inhibits HDAC3 [26] (Fig. 12). 
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Pyrazole as anti-leishmanial activity: A variety of hybrid molecules 

containing pyrazole and various five-member heterocyclic molecules were 
synthesized by Bekhit et al. As a result of its evaluation in terms of serial anti-
leishmanial activity developed, theN-(4-acetyl-5-(1-(4-bromophenyl)-3-(4-
nitrophenyl)-1H-pyrazol-4-yl)-4,5-dihydro-1,3,4-thiadiazol-2-yl)-N-
phenylacetamide compound showed the best activity. The in vitro anti-
leishmanial activity of this compound on Leishmaniaaethiopica resulted in an 
IC50 value of 0.0142 ±0 .004 μg/ml [27] (Fig. 13). 

 
 
Figure 13 
Pyrazole as anti-psychotic activity: 3-aryl-5-acylpiperazinyl-pyrazoles 

derivatives were prepared by Hoveyda et al. and their activities against the G 
protein-coupled human tachykinin NK3 receptor (hNK3-R) was investigated. 
Among them, the (5-(4-chlorophenyl)-1-methyl-1H-pyrazol-3-yl)(4-(2-
methoxyphenyl)piperazin-1-yl) methanone compound had exhibited the best 
anti-psychotic activity with an IC50 value of 180 nM [28] (Fig. 14). 

 
Figure 14 
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Pyrazole as anti-fungal activity: Zhang et al. synthesized innovative 4,5-
dihydro-1H-pyrazole derivative compounds to examine their anti-fungal 
activities. They examined their anti-fungal activities on five plants (Rhizoctonia 
cerealis, Sclerotinia sclerotiorum, Coniella diplodiella, Physalospora piricola, 
and Penicillium digitatum) by the pathogenic fungi and most compounds were 
found to exhibit important anti-fungal activity measured as 20 μg/mL. The most 
important result of their study is that the two compounds presented magnificent 
antifungal activity upon Sclerotinia sclerotiorum and preferable activity to the 
trading fungicide penthiopyrad [29]. The chemical formula and EC50 values of 
these two compounds are given below (Fig. 15). 

 
(EC50 value of = 0.138 μg/mL)  (EC50  value of = 0.081 μg/mL) 

Figure 15 
 
Conclusion 
To date, many collaborating team have synthesized numerous pyrazole 

derivatives and tested their biological activities and evaluated the results. Since 
pyrazole derivatives have wide range of biological activity, they can be further 
synthetically diversified and studied for potential use against many illnesses. In 
this review, the chemical properties, synthesis methods, natural formations, and 
various biological activities of pyrazole derivatives were discussed. It will 
present advantages for researchers who plan to study pyrazoles for their 
biological activity and give a comprehensive understanding of the function of 
pyrazoles. 
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Introduction 
The basis of gravitational theories begins with Newton's theory. Although 

Newton's theory was successful in studying the motions of the earth and deter-
mining the orbits of planets and other celestial bodies, it failed to cosmological-
ly explain some issues. On the other hand, General Relativity (GR) theory was 
the first theory that succeeded in explaining geometrically the gravitational field 
(Einstein, 1916). In General Relativity, the Lagrangian density of the geometric 
part is theoretically defined by the Ricci curvature scalar. However, the progres-
sion of the planet's perihelion is the most valid theory of gravity, which pro-
vides tests such as gravitational deflection and redshift of light. Later, the first 
geometric unified theory was proposed by Weyl (1918) to unify both gravity 
and electrodynamics. This theory has not received much attention due to the 
failure of length conversions. Lyra (1951) suggested an alteration of Riemanni-
an geometry by adding a tuning function to the structureless manifold. In this 
theory differently from Weyl theory, the integrability of the length transfor-
mation of a vector under parallel transformations is also eliminated. A new sca-
lar-tensor theory and an analogy of Einstein's field equations in Lyra manifold 
were proposed in literature (Sen, 1957; Sen and Dun, 1970). 

In the Lyra geometry, Halford (1970) indicated constant displacement vector 
behaves like a cosmological constant, Λ, in general relativity. Because of dy-
namical structure of displacement vector, it is not constant in general. Many 
cosmological hot topics are deeply studied in Lyra geometry. There are many 
cosmological models in literature.Bhardwaj and Rana (2020) studied Bianchi-
III metricin the presence of two different cosmic matter forms in a nonsingular 
hybrid universe. Bishi and Lepse (2021) investigated particle creation by way of 
quadratic deceleration parameter for FRW universe in Lyra geometry. Ram and 
Verma (2022) analyzed anisotropic dark energy model with massive scalar field 
for Bianchi space-time in Lyra manifold. In literature, there are many different 
cosmological considerationswithin the context of Lyra geometry. 

All considerations have referred that there were several phase transitions 
during evolvement of the early ages of the universe. Throughout these phase 
transitions occurring in early ages, the symmetry of universe is spontaneously 
broken. It is thought that as a result of the symmetry distortion, material forms 
called topological defects occurred. These forms of matter are called as mono-
pole, string, domain walls and texture (Vilenkin, 1953). Cosmic strings are 
forms of cosmic matter that are formed as one-dimensional objects during axis 
symmetry breaking (Kibble, 1976). Cosmic strings have a substantial place 
from the point of astrophysics. It is thought that strings hadasignificant place in 
the  constitution of galaxies due to density fluctuations of it(Zel’dovich, 
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1980). It is known that strings could be coupled with gravitational field (Yadav 
et. al., 2011). In consequence, examination of the gravitational effect caused by 
the strings is a quite significant issue. At the same time, the Quark-Gluon Plas-
ma phase transition, called the quark-hadron transition, occurred at the cosmic 
temperature of T∼ 200 MeV in the early stages of the universe (Yavuz, 2005). 
Some astrophysical objects such as neutron stars and quark-gluon plasma in 
these early times of the universe may have originated from quark matter (QM). 
In this study, we considered quark pressure is given by 

𝑝𝑝𝑞𝑞 =
𝜌𝜌𝑞𝑞
3 . (1) 

Here 𝜌𝜌𝑞𝑞 represents the quark energy density. Total energy density is de-
scribed as 

𝜌𝜌 = 𝜌𝜌𝑞𝑞 + 𝐵𝐵𝑐𝑐  (2) 
where𝐵𝐵𝑐𝑐is the QM bag constant.Total pressure is given by 
𝑝𝑝 = 𝑝𝑝𝑞𝑞 − 𝐵𝐵𝑐𝑐. (3) 
To examine early universe, cosmic string and QM forms are examined in the 

literature within the scope of many different theories, both separately and in the 
form of QM attached to a string. Mahanta and Biaswal (2012) investigated both 
string and domain walls in the presence ofQM in Lyra geometry. Katore and 
Hatkar (2015) examined to strange quark matter (SQM)with stringin that theo-
ry. Çağlar and Aygün (2016) studied bulk viscous with string cloud attached to 
SQM for n-dimensional FRW universe within the scope of Lyra manifold.  

In this study, Einstein-Rosen universe with SQMcoupled to string cloud in 
Lyra geometry. In the next section, cosmological quantities for the model have 
been represented and field equations for Lyra geometry have been reminded. 
We have attained to field equations for the model in Lyra manifold. Exact solu-
tions of the model have gained without using any geometrical and physical ap-
proximation. All results have concluded in last section.  

 
Model and Field Equations 
Line element for non-static Einstein-Rosen metric is described as 
𝑑𝑑𝑑𝑑2 = 𝑒𝑒(2𝛼𝛼−2𝑏𝑏)(−𝑑𝑑𝑑𝑑2 + 𝑑𝑑𝑑𝑑2) + 𝑑𝑑2𝑒𝑒−2𝑏𝑏𝑑𝑑φ2 + 𝑒𝑒2𝑏𝑏𝑑𝑑𝑑𝑑2 (4) 
where𝛼𝛼  and𝑏𝑏 are metric potentials depending on time, t. In this study, we 

have examined SQMcoupled to string cloud. Matter distribution for string cloud 
is described as 

𝑇𝑇𝑖𝑖𝑖𝑖 = 𝜌𝜌𝑢𝑢𝑖𝑖𝑢𝑢𝑖𝑖 − 𝜌𝜌𝑠𝑠𝑋𝑋𝑖𝑖𝑋𝑋𝑖𝑖 (5) 
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where𝜌𝜌 and 𝜌𝜌𝑠𝑠 are energy density and string tension density, respectively.  
𝑢𝑢𝑖𝑖and𝑋𝑋𝑖𝑖 are four velocity and space like vectors. Four velocity and space like 
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𝑢𝑢𝑖𝑖𝑢𝑢𝑖𝑖 = −𝑥𝑥𝑖𝑖𝑥𝑥𝑖𝑖 = 1and𝑢𝑢𝑖𝑖𝑋𝑋𝑖𝑖 = 0. (6) 
Also, Connectionamongtwo densitiesis given by 
𝜌𝜌 = 𝜌𝜌𝑝𝑝 + 𝜌𝜌𝑠𝑠.  (7) 
Here 𝜌𝜌𝑝𝑝 represents particleenergy density. If we consider quark matter as 

particle, it is possible to use Eq. (2) in Eq. (7). Thus, total particle energy densi-
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From Eqs. (5) and (8), the energy momentum tensor of SQMcoupled to 

string cloud can be written as (Pradhan et.al, 2007; Katore, 2012)  
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The field equation for Lyra geometry (Sen, 1957; Sen and Dunn 1971) is 

given by 
𝑅𝑅𝑖𝑖𝑖𝑖 −

1
2 𝑔𝑔𝑖𝑖𝑖𝑖𝑅𝑅 + 3

2𝜙𝜙𝑖𝑖𝜙𝜙𝑖𝑖 −
3
4𝑔𝑔𝑖𝑖𝑖𝑖𝜙𝜙𝑖𝑖𝜙𝜙𝑖𝑖 = −𝜒𝜒𝑇𝑇𝑖𝑖𝑖𝑖     (10) 

where𝜙𝜙𝑖𝑖 is called as displacement vector and given as 𝜙𝜙𝑖𝑖 =
[0,0,0, 𝛽𝛽(𝑡𝑡)].The components of the displacement vector could be constant or 
scalar functions that depend on the coordinates. The field equations for exam-
ined SQM coupled string cloudin non-static Einstein-Rosen universe in Lyra 
manifold are obtained in the following forms: 

𝑒𝑒2(𝑏𝑏−𝛼𝛼) (𝑏𝑏′2 + 3
4 𝛽𝛽

2) = 𝜌𝜌𝑠𝑠, (11) 

𝑒𝑒2(𝑏𝑏−𝛼𝛼) (𝛼𝛼 ′′ + 𝑏𝑏′2 + 3
4 𝛽𝛽

2) = 0,  (12) 

𝑒𝑒2(𝑏𝑏−𝛼𝛼) (𝛼𝛼 ′′ − 2𝑏𝑏′′ + 𝑏𝑏′2 + 3
4 𝛽𝛽

2) = 0,               (13) 

𝑒𝑒2(𝑏𝑏−𝛼𝛼) (−𝑏𝑏′2 − 3
4 𝛽𝛽

2) = 𝜌𝜌𝑞𝑞 + 𝜌𝜌𝑠𝑠 + 𝐵𝐵𝑐𝑐,               (14) 

𝑒𝑒2(𝑏𝑏−𝛼𝛼) 𝛼𝛼
′

𝑟𝑟 = 0.   (15) 
Obtained differential equation system contains three unknown functions. 

One can get exact solutions of the model without using any geometrical or 
physical approximation. From Eqs. (11)-(15), we get metric potential, 𝛼𝛼 and 𝑏𝑏 
as follows: 

𝑏𝑏(𝑡𝑡) = 𝑘𝑘1𝑡𝑡 + 𝑘𝑘2  (16) 
𝛼𝛼(𝑡𝑡) = 𝑘𝑘3.  (17) 
Also, displacement vector, SQM energy density and string cloud energy 

density are attained by using Eqs. (11)-(15) with (16) and (17), in the following 
form: 
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𝛽𝛽2 = − 4
3 𝑘𝑘1

2.  (18) 
𝜌𝜌𝑞𝑞 = −𝐵𝐵𝑐𝑐   (19) 
𝜌𝜌𝑠𝑠 = 0.  (20) 
Quark pressure has been attainedfromEqs. (19) and (1) as follows 
𝑝𝑝𝑞𝑞 = −𝐵𝐵𝑐𝑐

3    (21) 
All solutions of the model have been obtained as mentioned above, also 

widely discussed in following section. 
 
Conclusion 
In this study, Einstein-Rosen universe have been investigated in Lyra alter-

native gravitation theory with SQM coupling to string cloud matter distribution. 
By using Eqs. (16) and (17) in Eq. (4), it is possible to rewrite line element 
ofEinstein-Rosen universe for constructed model as:  

𝑑𝑑𝑑𝑑2 = 𝑒𝑒−2(𝑘𝑘1𝑡𝑡+𝑘𝑘2−𝑘𝑘3)(−𝑑𝑑𝑑𝑑2 + 𝑑𝑑𝑑𝑑2) + 𝑑𝑑2𝑒𝑒−2(𝑘𝑘1𝑡𝑡+𝑘𝑘2)𝑑𝑑φ2 +
                           𝑒𝑒2(𝑘𝑘1𝑡𝑡+𝑘𝑘2)𝑑𝑑𝑑𝑑2.  (22) 

 
It is seenfrom Eq. (22) that Einstein-Rosen line element gives time depend-

ent and non-scalar universe model. Because of displacement vector𝛽𝛽2has been 
obtained depending onconstant𝑘𝑘1, one can say that it plays the role of cosmo-
logical constant. This result agrees with Halford (1970) study which has sug-
gested that displacement vector field behaves like cosmological constant.Since 
cosmic string have been obtained 𝜌𝜌𝑠𝑠 = 0 as seen in Eq. (20), one can say that 
string cloud does not survive depending on solutions of the examined model in 
this study. Many scientists (Krori et.al, 1994; Reddy, 2003; Sahoo and Mishra, 
2013) have studied cosmic string model in framework variousalternative gravi-
tation theories,and they have found that their models do not allow to survive 
cosmic string.Otherwise, accordingly Eqs. (19) and (22),we have assumed nega-
tive value of Bag constant𝐵𝐵𝑐𝑐to gain meaningful results for themodel  by sup-
porting with Begun et.al (2011) study. Also, kinematical quantities such as vol-
ume, average scale factor, Hubble parameter, shear scalar and deceleration pa-
rameter are attained for constructed model following forms 

𝑉𝑉 = √−𝑔𝑔 = 𝑑𝑑𝑒𝑒−2(𝑘𝑘1𝑡𝑡+𝑘𝑘2−𝑘𝑘3), (23) 

ℛ = 𝑑𝑑
1
3𝑒𝑒−2

3(𝑘𝑘1𝑡𝑡+𝑘𝑘2−𝑘𝑘3)  (24) 
𝐻𝐻 = 1

3 (𝑙𝑙𝑙𝑙𝑉𝑉)′ = − 2
3 𝑘𝑘1, (25) 

Θ = 3H = −2k1, (26) 
𝜎𝜎2 = 1

2 𝜎𝜎𝑖𝑖𝑖𝑖𝜎𝜎𝑖𝑖𝑖𝑖 = 4
3 𝑘𝑘1

2𝑒𝑒2(𝑘𝑘1𝑡𝑡+𝑘𝑘2−𝑘𝑘3) (27) 
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𝑞𝑞 = −3Θ−2 − (Θ,𝑖𝑖𝑢𝑢,𝑖𝑖 +
1
3Θ

2) = −1. (28) 

Here deceleration parameter 𝑞𝑞 is an important quantity to describe fate of 
universe.Expanding of the model is with accelerating or decelerating when𝑞𝑞 <
0or 𝑞𝑞 > 0 respectively (Bolotin et. al., 2015).According to Eq. (28), we can say 
that Einstein-Rosen universe is expanding with acceleration in framework Lyra 
theory with SQM attached to cosmic string.  

All solutions of the universe model reduce from Lyra theory to General Rel-
ativity when displacement vector is zero. In our solutions 𝑘𝑘1is an important 
constant. If we chose 𝑘𝑘1 = 0, displacement vector becomes zero and all solu-
tions turns to GR solutions. The line element of Einstein-Rosen universe for our 
model can be written in GR theory as 

𝑑𝑑𝑑𝑑2 = 𝑒𝑒−2(𝑘𝑘2−𝑘𝑘3)(−𝑑𝑑𝑑𝑑2 + 𝑑𝑑𝑑𝑑2) + 𝑑𝑑2𝑒𝑒−2𝑘𝑘2𝑑𝑑φ2 + 𝑒𝑒2𝑘𝑘2𝑑𝑑𝑑𝑑2.      (29) 
It is clearly seen that the line element does not depend on cosmic time t, and 

it gives static universe in GR theory.  
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1.Introduction 
The harm of toxic metals to human health and our environment is well 

known. Therefore, environmental pollution danger to humankind and other 
living things. The most important damages for environment caused by toxic 
metals or cations are manifested in soil and/or water. However, these pollutions 
increase with industrialization due to the need for technology and the increasing 
human population, so studies on the creation and development of new methods 
and technologies for wastewater treatment procedures are gaining in 
importance. As an industrial sector, wastewater from metal, paper, leather, paint 
and textile industries contains large amounts of heavy metals. Uncontrolled 
release of such wastewater to the environment causes toxic and mutagenic 
effects on the environment and the living things in that environment [1-3]. 

It is known that heavy metals such as mercury, cadmium and lead are toxic 
metals and they cause especially digestive system, immune system, heart, 
kidney and neurological diseases. In today's conditions, metal analyzes are 
generally performed using voltammetric, chromatographic or spectroscopic 
methods. Although these analysis methods allow the analysis of elements at low 
concentrations, they are not suitable for analysis under certain conditions. 
However, fluorimetric methods have many advantages such as being more 
selective, lower cost and more sensitive than other methods. For this reason, the 
detection of these ions in many studies conducted in recent years has attracted 
great interest in analytical chemistry, biology and environmental chemistry. The 
different types of enzymes, biosensors and chemosensors molecules that can 
detect cations and anions have been designed [4]. In these studies, selective 
fluorescence sensors were developed and designed for the detection of cations, 
especially toxic metals [5]. 

Chemosensors are designed with the basic principle of monitoring the 
changes in physical properties resulting from host-guest interactions that occur 
in the molecule in the presence of a guest. Fundamental principle of 
chemosensor design have been that the chemosensor exhibits a a qualitative 
answer to a given analyte, but another type of answer to diffferent analytes. It 
also allows to a quantitative specification for a broad range of analyte 
concentrations. [6]. 

Between the chemosensors, fluorescent sensors have been effectively 
reaserched because of their high selectivity and sensitivity. Espesially, 
fluorescent sensors, which exhibited the shift of emission bands after linking to 
analytes, constitute a very interesting research topic because they allow the 
ratiometric detection of analytes. The last decades, A number of fluorescent 
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sensors have been reported that notable selectivity and sensitivity for a special 
metal ion [7]. 

The design and synthesis of receptors for the identification of heavy 
metalsconstitute very important issues. In addition, selective recognition of 
cations like Cd(II), Pb(II) and Hg(II) in the presence of other cations is also 
very important. Because the polluting effects and toxicities of cations like 
Pb(II), Cd(II) and Hg(II) are known. Therefore, early determination of such 
cations is very important for the prevention of environmental pollution. 
Therefore, great attempted have been made over the past years to produce and 
develop selective cation receptors [8]. 

In general, chemosensor studies require a receptor group or ligand that can 
selectively identify cations, and a method that physically detects signal changes 
and shows the interaction between the two groups [9].  

As a result of various modifications, such receptors can be selectively 
complexed against desired metal ions [10,11]. While designing such cation 
receptors; In the preferred ligand, there should be sufficient number of donor 
atoms to ensure coordination, the size of the surface on which the receptor 
groups in the designed sensor structure will provide coordination should be such 
as to include the metal cation, and the ends containing the donor groups should 
be flexible enough to ensure the formation of coordination spheres [12]. 

It is important to provide metal sensor applications of benzothiazole-based 
fluorescent-active amide and amine molecules, which have a structure that can 
pave the way for new applications with the development of a new, selective 
sensor that is easy to synthesize. It is expected that thiazole-based amide and 
amine derivatives, which are very rare in the literature, will add a new 
dimension to their applications [13]. 

Benzothiazoles are group of heterocyclic compounds exhibiting various 
pharmacological activities such as antibacterial [14], anticancer [15], anti-
inflammatory, analgesic antidiabetic, etc. 

Benzothiazole is a heterocyclic ring system formed by the fusion of the 
thiazole ring to the benzene ring at the 4 and 5 positions. The sulfur atom is 
numbered as 1 and is called 1,3-benzothiazole. Its closed formula is C7H5NS. Its 
molecular weight is 135.18 g/mol. It is liquid at room temperature and its 
boiling point is 227°C. The molecular structure of benzothiazole is given in 
Figure 1. 
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and shows the interaction between the two groups [9].  

As a result of various modifications, such receptors can be selectively 
complexed against desired metal ions [10,11]. While designing such cation 
receptors; In the preferred ligand, there should be sufficient number of donor 
atoms to ensure coordination, the size of the surface on which the receptor 
groups in the designed sensor structure will provide coordination should be such 
as to include the metal cation, and the ends containing the donor groups should 
be flexible enough to ensure the formation of coordination spheres [12]. 

It is important to provide metal sensor applications of benzothiazole-based 
fluorescent-active amide and amine molecules, which have a structure that can 
pave the way for new applications with the development of a new, selective 
sensor that is easy to synthesize. It is expected that thiazole-based amide and 
amine derivatives, which are very rare in the literature, will add a new 
dimension to their applications [13]. 

Benzothiazoles are group of heterocyclic compounds exhibiting various 
pharmacological activities such as antibacterial [14], anticancer [15], anti-
inflammatory, analgesic antidiabetic, etc. 

Benzothiazole is a heterocyclic ring system formed by the fusion of the 
thiazole ring to the benzene ring at the 4 and 5 positions. The sulfur atom is 
numbered as 1 and is called 1,3-benzothiazole. Its closed formula is C7H5NS. Its 
molecular weight is 135.18 g/mol. It is liquid at room temperature and its 
boiling point is 227°C. The molecular structure of benzothiazole is given in 
Figure 1. 

 

 
Figure 1Molecular Structure of Benzotiazole 

 
Figure 2Molecular structure of tiazole 
 
Fluorescent sensors in the benzothiazole structure show excellent 

coordination ability because of  the presence of a thiazole ring. [16]. To date, 
several fluorophoric benzothiazole scaffold compounds have been reported in 
the literature. Theavailabilityof electron-withdrawing or electron-donating 
groups on the molecule results in a "Turn on-Turn off" "on-off" fluorescence 
response. 

Benzothiazoles have high quantum yields, large Stokes shifts due to their 
stable conjugated structure. The perfect photophysical features of 
benzothiazoles, like good photostability, have attracted the noticed to 
researchers who want to synthesize fluorescent compounds  and chemosensors 
[17]. The chemosensors mostly consist of two parts. They consist of a 
benzothiazole moiety that acts as a fluorophore and a minor organic 
identification group that added to the benzothiazole ring. Figure 3 shows the 
overall structure. 

 
Figure 3General mechanism of fluorescence response of benzothiazole-

based fluorescent sensors [17]. 
 
Although there are studies on fluorescent sensors containing benzothiazole 

and their interaction with various metal ions, there is no systematic study on 
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these studies in the literature. In this study, some benzothiazole compounds in 
the literature are summarized. Thus, it is aimed to create a basic resource for 
researchers who may want to work on benzothiazole fluorescent compounds 
[18]. 

 
2. Some Benzothiazole Compounds in the Literature 
In the study of Leslee et al., a thiazole-based 2-(benzothiazol-2-yl)-1-((9-

ethyl-9H-carbazole-6yl)methylene)hydrazine (CBT-1) sensor was synthesized. 
As a consequence of the analysis they have been defined by as a consequence of 
the analysis, that the CBT-1 sensor has been selective for  Hg2+ ions in the 
precence of different metal ions. The CBT-1 sensor shows colorimetric and 
fluorimetric color changes in the presence of Hg +2 ions.It was determined that 
the sensor mechanism resulted from the intramolecular charge transfer between 
Hg2+ ions and the carbazole and benzothiazole moiety in the molecular 
structureIn the study, the linking mechanism of CBT-1 and Hg2+ cation was 
determined by various spectroscopic techniques like UV-vis, fluorescence, 
Mass, FT-IR and calculation studies. The molecular structure and synthesis 
reaction of the CBT-1 compound are given in Figure 4. The proposed detection 
mechanism of CBT-1 for Hg2+ ions is shown in Figure 5. [19]. 

 

 
Figure 4 Synthesis reaction of 2-(benzothiazol-2-yl)-1-((9-ethyl-9H-

carbazole-6yl)methylene)hydrazine (CBT-1) [19]. 
 

 
Figure 5Recommended detection mechanism of CBT-1 with Hg2+ ion[19]. 
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In the study of Halay et al., two triazine-based thiazole derivatives 
containing chiral aminoalcohol groups, (2R,2'R)-2,4,6-triamine-N2-[2-(4-
benzothiazolyl)phenyl]-N4,N6- [di(butan-1-ol)]-1,3.5 triazine (Tr1) and 
(1S,1'S,2R,2'R)-2,4,6-triamine-N2-[2-(4 benzothiazolyl) Chiral enantiomeric 
recognition properties of compounds synthesized and synthesized with phenyl]-
N4,N6-[di(1,2-) diphenylethanol)]-1,3,5 triazine (Tr2). Fluorescence against 
carboxylic acid enantiomers like2-chloromandelic acid and mandelic acid. It 
was investigated in DMSO/H2O (30:70) mixture using spectroscopic tecniques. 
It was determined that chiral molecules did not show fluorescence emission in 
DMSO solutions, It was observed that the emission increased 38 and 43 times 
for butan-1-ol and diphenylethanol derivatives, such as compounds with 
aggregation-related emission (AIE) character, when the percentage of water in 
the solution was increased. As a result of the study, it was identifited that R-
isomers of carboxylic acids form more suitable complexes against chiral 
selectors than S-isomers.Scheme 1. Synthesis of fluorescent sensor candidate 
molecules Tr1 and Tr2 is shown. Figure 6. The fluorescent photograph of Tr1 in 
pure DMSO (left cell) and DMSO/H2O mixture (right cell) is shown. Figure 7. 
The fluorescent photograph of Tr2 in DMSO/H2O mixtures with 0% and 95% 
H2O fractions is shown [20]. 

 
Figure 6 Synthesis reaction of Tr1 and Tr2 [20] 
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Figure 7 Fluorescence photograph of Tr1 in pure DMSO (cell on the left) 

and in DMSO/H2O mixture (cell on the right).[20] 
 

 
Figure 8 Fluorescence photograph of Tr2 in DMSO/H2O mixtures with 0% 

and 95% H2O fraction[20]. 
 
In another study by Bozkurt et al., 25,27-bis(N-(benzothiazole-4-yl)-

acetamide)-26,28-dihydroxy-calix, a fluorescent probe based on the 
Calyx[4]arene-benzothiazole platform. [4]arene (V) compound was 
synthesized. Photophysical properties of the synthesized fluorescent compound 
were investigated in THF/H2O (70:30) mixture using fluorescence 
spectroscopy. It was determined that Compound V was a compound with 
aggregation-induced emission (AIE) character. As a result of fluorescence 
spectroscopy examination of Compound V against various ions, it was 
determined that Compound V was sensitive and selective towards chloride ions. 
Compound V is reported to be the first for the determination of chloride ions by 
fluorescence spectroscopy. The synthesis of Compound V is shown  in Figure 9. 
The fluorescent appearance of sensor V in THF-H2O solutions with increasing 
water fractions is shown. Figure 10 and Figure 11 show a photograph (70:30, 
v/v) of Sensor V's fluorometric responses to various anions in THF-H2O [21]. 
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Figure 8 Fluorescence photograph of Tr2 in DMSO/H2O mixtures with 0% 
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In another study by Bozkurt et al., 25,27-bis(N-(benzothiazole-4-yl)-

acetamide)-26,28-dihydroxy-calix, a fluorescent probe based on the 
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aggregation-induced emission (AIE) character. As a result of fluorescence 
spectroscopy examination of Compound V against various ions, it was 
determined that Compound V was sensitive and selective towards chloride ions. 
Compound V is reported to be the first for the determination of chloride ions by 
fluorescence spectroscopy. The synthesis of Compound V is shown  in Figure 9. 
The fluorescent appearance of sensor V in THF-H2O solutions with increasing 
water fractions is shown. Figure 10 and Figure 11 show a photograph (70:30, 
v/v) of Sensor V's fluorometric responses to various anions in THF-H2O [21]. 

 

 
Figure 9 Synthesis reaction of  Compound V [21]. 

 

 
Figure 10 Fluorescence photograph of sensor V in THF-H2O solutions with 

different water fractions[21]. 

 
Figure 11Photograph of Sensor V's fluorometric responses to several ions 
in THF-H2O (70:30, v/v)[21]. 
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In the study of Karpagam et al., thiophene conjugated benzothiazole 
compounds L1 and L2, which have the potential to be used as a portable 
chemosensor in the future, were synthesized. The fluorescence properties of the 
synthesized compounds were compared. Research with UV-vis and 
photoluminescence (PL) studies that was determined that L1 and L2 ligands 
were selective among various metal ions towards Cd+2 and Cu+2 ions, 
respectively. It was determined that the L2 compound was selective towards the 
Cd+2 metal cation. The synthesis of compound L2 is shown in Figure 12. The 
proposed mechanism is shown in Figure 13 [22]. 

 

 
Figure 12 Synthesis reaction of L2 [22]. 
 

 
 
Figure 13 Recommended detection mechanism of L1 and L2 with Cu+2 and 

Cd+2ions[22]. 
 
In the study of Wang et al., diethylamine coumarin compound 1 containing 

benzothiazole terminal group was synthesized. The molecular structure of 
Compound 1 is shown in Figure 14The selectivity of Compound 1 towards CN- 
and Cu+2 ions was studied. In the study,  limits of detection for compound 1 for 
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Cd+2ions[22]. 
 
In the study of Wang et al., diethylamine coumarin compound 1 containing 

benzothiazole terminal group was synthesized. The molecular structure of 
Compound 1 is shown in Figure 14The selectivity of Compound 1 towards CN- 
and Cu+2 ions was studied. In the study,  limits of detection for compound 1 for 

CN− and Cu2+ in acetonitrile were determined as in the order of 0.0071 
μM(CN−) and 0.014 μM(Cu2+)' in fluorescence spectroscopy.The sensitivity 
and selectivity of Compound 1 for the recognition of CN- and Cu+2 cations can 
be observed colorimetrically with the naked eye in solution and on test paper. It 
was observed that the color changed from reddish brown to white after the 
addition of cyanide or copper ions to the test paper. Figure 15 shows the 
proposed sensitivity mechanism of Compound 1 to CN- and Cu+2 ions [23]. 

 

 
Figure 14 Molecular structure of 1 

 
Figure 15 Recommended sensing mechanism of Compound 1 for CN- and 

Cu+2 [23]. 
 
In the study of Chen et al., a new AIE active fluorescent benzothiazole 

derivative chemosensor 1 was synthesized. The Chemosensor 1 synthesis 
reaction is shown in Figure 16. Chemosensor 1 was determined to show 'turn 
off' selectivity and sensitivity against CN- in pure aqueous medium. In addition, 
the detection limit of 0.22 m (9.44 ppm), which is lower than the maximum 
cyanide level (1.9 m) in drinking water allowed by the World Health 
Organization (WHO), was reached by using Chemosensor 1 in the study. The 
biological applications of Compound 1 were examined and Compound 1 was 
determined exhibit low cytotoxicity and membrane permeability.In addition, 
Chemosensor 1-based test strips were also determined by applications to be able 
to detect CN−appropriately. Figure 17 shows the predicted mechanism of 
sensitivity to CN- cations of chemosensory 1 [24]. 
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Figure 16 Synthesis reaction of 1 [24]. 
 

 
Figure 17 Recommended detection mechanism of Compound 1 for CN- 

[24]. 
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Figure 16 Synthesis reaction of 1 [24]. 
 

 
Figure 17 Recommended detection mechanism of Compound 1 for CN- 

[24]. 

In the study of H. J. Jung et al. in 2008, benzothiazole, called Receptor 3, 
was prepared by the condensation reaction of isophthalaldehyde with 2-(2-
aminophenyl)-benzothiazole.  The molecular structure of the receptor 3 is 
shown. In the study, it was predicted that it could be an alternative to 
benzoimidazole compounds in metal sensor synthesis due to the sulfur atoms, 
which are potential donor groups in the benzothiazole ring in the structure of 
Receptor 3. In the study, it was determined that Receptor 3 has high linking 
affinity for a wide variety of metal ions and exhibits metal ion complexation 
using alternative linking sites with various metal ions, therefore it is not 
selective for any metal ion. Figure 18 shows the molecule structure of the 
Receptor 3 [25]. 

 
Figure18 Molecular Structure of receptor 3  [25]. 
 
3. General Aspect of Study 
In our study, some benzothiazole derivative compounds used as fluorescent 

active chemosensors in the literature and their behavior against various metal 
ions were investigated. Although benzothiazole derivative compounds are a 
highly studied group in the literature, especially due to their biological 
activities, there is a wide area for studies on the synthesis of benzothiazole 
derivative fluorescent active compounds. With derivatization of the 
benzothiazole structure, the synthesis of new fluorescently active compounds is 
highly possible. This will continue to make the subject of benzothiazole 
derivative fluorescent active compound synthesis attractive for the scientific 
world in the coming years. 
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INTRODUCTION 
Nanoparticles (NPs) are materials smaller than 100 nm that are frequently 

used in medicine, food, agriculture, and other industries (Jadoun et al. 2013; 
Rennick et al. 2021; Shilpi et al. 2021). These particles can produce with vari-
ous methods in nanotechnology. The various methods to produce nanoparticles 
have been extensively researched and published, but some methods are both 
expensive and environmentally harmful (Tao et al. 2021; Farhadi et al. 2022). 

Green synthesis has long been used as a cheap and clean alternative method 
(Elumalai et al. 2010; Duan et al. 2015; Irshad et al. 2018). In this environmen-
tally friendly method, biological agents such as mushrooms and plant extracts 
are used to produce nanoparticles. Recently studies indicated that ZnO, Ag, Au, 
and other nanoparticles were successfully synthesized by using plant extracts 
(Parveen et al. 2016). ZnO is a precious metal oxide used in many devices and 
industries such as nano sensors, energy storage, and cosmetics thanks to its 
chemical properties (Jones et al. 2008; Thema et al. 2015). If the dimension of 
materials shrinks to the nanometer size, obtained the new materials earn unique 
electrical, optical, and mechanical features. However, the new materials may 
earn a detrimental effect on human healthcare and the environment. But, the 
toxic effect of ZnONPs is quite low, and this situation makes it a valuable na-
noparticle for biomedical and other applications. Moreover, in earlier studies, 
the chemical and physical properties of ZnONPs produced with green synthesis 
by using various extracts were investigated by different researchers (Kalpana et 
al. 2018; Sharmila et al. 2019; Mohamed et al. 2020; Thi et al. 2020; Rambabu 
et al. 2021; Karthik et al. 2022; Sebuso et al. 2022).  

In this study, green synthesized ZnO-NP was obtained with extract of 
Echinopsviscosus subsp. bithynicus belonging to the family Asteraceae. This is 
the first report on nano fertilizer and antimicrobial properties of ZnO-NP with 
E. viscosus subsp. bithynicus collected from Osmaniye province of Türkiye. 

 
MATERIAL AND METHODS 
Preparation of Plant-extract 
The flowers of Echinopsviscosus subsp. bithynicus were collected from Os-

maniye province of Türkiye and powdered by a blender. 10 g powdered flowers 
were boiled in 100 ml dH2O for one hour at 100 oC. And then, the extract ob-
tained was cooled down at room temperature and filtered by using Whatman 
No. 1 filter paper. 
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ZnO-NP Production 
5 g (CH3COO)2Zn.2H2O were mixed with 25 ml plant extract and 25 ml eth-

anol at 100 oC until the solution has completely evaporated. Then, it was calci-
nated at 800°C for 60 min. Finally, a white powder was obtained. 

XRD analysis 
The structural properties of ZnO-NPs were investigated using CuKa (1.541 

Å) RigakuMiniflex with Powder XRD and 2θ ranging between 20-70o. All the 
characteristic peaks of ZnO indicating planes were taken from the literature. 

Effect of ZnO nanoparticles on Plant Growth 
Two different seeds (Lepidiumsativum and Zea mays) purchased from the 

local market of Osmaniye were used for nanofertilizer of ZnO-NPs produced by 
Echinopsviscosus subsp. bithynicus extract. The seeds of L. sativum (n=50) and 
Z. mays (n=15) were placed into petri dishes (9 cm diameter, with two layers of 
Whatman No.1 paper) and ZnO-NPs was added to petri dishes at different con-
centrations (62.5, 125, 250, and 500 ppm) (Singh et al. 2019). The experiment 
was carried out in 3 replications. 

Effect of ZnO nanoparticles on chlorophyll and carotenoid contents 
0.1 g leaves from germinated seeds were taken and crushed in acetone solu-

tion (80%) with mortar and pestle then centrifuged at 4000 rpm for 10 minutes. 
Absorbance values of supernatants were measured at 480, 510, and 663 wave-
lengths with a spectrophotometer. Total chlorophyll and carotenoid contents 
were estimated by the methods of Arnon (1949) and Duxbury and Yentsch 
(1956), respectively. 

Antibacterial Effect of ZnO nanoparticles 
The antibacterial impact of ZnO-NPs has been studied using the Kirby-

Baurer disc diffusion technique and McFarland turbidity. In the current investi-
gation, two bacterial strains (Escherichia coli and Bacillus subtilis) were culti-
vated in liquid Luria Bertani-broth until McFarland turbidity occurred, then this 
bacterial solution was spread out to cover the entire surface of the Mueller-
Hinton agar (MHA). The Kirby-Bauer disc diffusion method was used to exam-
ine the effects of sterile discs impregnated with ZnO-NP and kanamycin (con-
trol) at 50mg were placed on MHA and cultivated for 24 h in an incubator. The 
inhibition zones have been measured with a ruler (Gülmez and Algur, 2019). 

Statistical Analysis 
Statistical data were calculated using the Graphpad prism program version 

9.3.1 and given in tables in the findings section. Statistical analysis of all data 
was evaluated with One-Way Anova according to SEM (standard error of the 
mean). 
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The structural properties of ZnO-NPs were shown in Fig 1. As seen in Fig 1, 
all the characteristic peaks of ZnO such as (100), (002), (101), (102), (110), 
(103), (200), (112), and (201) planes were acquired the samples prepared, indi-
cating that hexagonal wurtziteZnO without secondary phases was crystallized 
(JCPDS Card No 36-1451) (Vidya et al. 2013). No characteristic peaks of or-
ganic residues were observed. The highest intensity plane of obtained ZnO-NPs 
was determined as (111). Therefore, the (111) orientation was taken into ac-
count in the calculations done in order to determine the particle size of the sam-
ple. (111) Peak was located at 36.454o with a FWHM of 0.181o. Using the dif-
fraction intensity of the (111) peak from the Debye-Sherrer equation, the aver-
age grain size of ZnO-NPs was around 48 nm. 

D = 0.89λ/ β cos θ 
where the constant of shape factor is 0.89, the X-ray wavelength is 1.5148 Å, 

the full width at half maximum intensity (FWHM) is measured in radians, and 
the diffraction Bragg angle is measured in degrees. 

 
Fig. 1. XRD results of ZnONPs 

 

ZnO-NPs produced increased statistically the plumule elongation of Lepidi-
um sativum at 62,5 and 125 ppm concentrations and Zea mays at 125, 250, and 
500 ppm concentrations, although decreased the radicle elongation of both 
plants when compared to the control (Fig 2-3). Chlorophyll (a and b) and carot-
enoid contents of both L. sativum and Z. mays were increased significantly by 
applying ZnO-NPs at the lowest concentration (62,5 ppm) (Fig 4-5). 
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Fig. 2. ZnO-NPs effect on radicle and plumule of L. sativum 
 
 

Fig. 3. ZnO-NPs effect on plumule and radicle of Z. Mays 
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Fig. 4. ZnO-NPs effect on total chlorophyll and carotenoid contents of L. sa-

tivum 
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Fig. 5. ZnO-NPs effect on total chlorophyll and carotenoid contents of Z. 

mays 
 
In this study, it was found that green synthesized ZnO-NPs showed a signifi-

cant antibacterial effect against two bacterial species. In Fig 6, the antibacterial 
activity of ZnO-NPs has been demonstrated. ZnO-NP was more effective 
against E. coli than B. subtilis. The activities of green synthesized ZnO-NPs 
against both E. coli and B. subtilis were found to be higher than the negative 
control (dH2O) and lower than the kanamycin antibiotic used as a positive con-
trol. 

 
Fig. 6. ZnO-NPs effect on two strains of bacteria 
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ZnO nanoparticles are a valuable industrial material but producing ZnO is 
costly and environmentally harmful. Green synthesis is a good alternative 
method to this dilemma. In the present study, ZnO-NP is produced from E. vis-
cosus subsp. bithynicus water extract with an inexpensive and eco-friendly 
method, and this shows similarities with previous studies (Agarwal et al. 2017; 
Nava et al. 2017; Khatami et al. 2018; Bandeira et al. 2020). In the literature, 
plenty of methods have for the identification of nanoparticles. Some of them are 
fourier transform infrared spectroscopy, energy dispersion analysis of X-ray, 
transmission electron microscopy, UV-visible diffuse reflectance spectroscopy, 
atomic force microscope, field emission scanning electron microscopy, scan-
ning electron microscopy, photoluminescence analysis, thermogravimetric 
analysis, differential scanning calorimetry, X-ray diffraction, and so on. The 
fact that the NP used in the present study is ZnO-NPs has been proven by com-
paring with the ZnO-NPs specific XRD card number (JCPDS Card No 36-1451) 
of the peaks obtained using the XRD method [12, 16]. In the previous studies, 
high concentrations of ZnO-NPs have an inhibitory effect on plant germination. 
In most studies, the positive effects of ZnO used in low concentrations on the 
germination of different seeds (tomato, green and red beans) have been proven 
(Sabir et al. 2014; Hussain et al. 2015; Nguyen et al. 2021; Khan et al. 2021). 

Increasing antibiotic resistance of bacteria against antibiotics that are used 
constantly has become a serious issue nowadays, and innovative approaches are 
required to this predicament, one of these innovative approaches is nanoparti-
cles (Aslam et al. 2018). The antibacterial properties of ZnO-NPs to use make it 
more effective (Gunalan et al. 2012; Raghavendra et al. 2017; Suresh et al. 
2018; Anand et al. 2019; Umavathi et al. 2021; Gharpure et al. 2022). This 
study is similar to previous studies in terms of antibacterial activity. Elumalai et 
al. (2015) investigated antimicrobial activities of green synthesized ZnO-NPs 
using leaf extract of Azadirachta indica collected from Annamalai Nagar, Tamil 
Nadu, India on the different bacterial strains (S. aureus, B. subtilis, P. aerugino-
sa, P. mirabilis, and E. coli) and found that ZnO-NPs affected significantly 
against all tested strains. In the other studies, ZnO-NPs were obtained by using 
Atalantia monophyla leaves collected from India and Amygdalus scoparia stem 
bark collected from Iran and it was determined that two bacterial strains such as 
E. coli and B. subtilis tested in the present studywere significantly inhibited by 
these ZnO-NPs, respectively (Vijayakumar et al. 2018; Jobie et al. 2021). 
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CONCLUSIONS 
To the best of our knowledge, this is the first report on nano fertilizer and 

antibacterial properties of green synthesized ZnO-NPs using the extract of E. 
viscosus subsp. bithynicus, collected from the East Mediterranean of Türkiye. 
According to the XRD data, ZnO-NPs with wurtzite structure and free of the 
secondary phase and impurity were synthesized. ZnO-NPs produced increased 
the plumule elongation of both Lepidium sativum and Zea mays, although de-
creased the radicle elongation of both plants when compared to the control. And 
also, it has been proven that ZnO-NP has significant antimicrobial activity 
against Escherichia coli and Bacillus subtilis. Further studies could be done in 
real field conditions to confirm the nano fertilizer properties of green synthe-
sized ZnO-NPs by using different plant extracts. 
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1. Introduction 
The discrete Hardy inequality, which has a very important place in the litera-

ture, was developed by G. H. Hardy [1]. Let(𝑏𝑏𝑛𝑛) be a sequence of non-negative 
real numbers and for 𝑐𝑐 > 1, 𝑐𝑐 ∈ 𝑅𝑅, then we have 

∑ (𝑏𝑏1 + 𝑏𝑏2 + 𝑏𝑏3 + ⋯ + 𝑏𝑏𝑚𝑚
𝑚𝑚 )

𝑐𝑐
< ( 𝑐𝑐

𝑐𝑐 − 1)
𝑐𝑐

∑ 𝑏𝑏𝑚𝑚
𝑐𝑐

∞

𝑚𝑚=1

∞

𝑚𝑚=1
. 

The classical Hardy inequality was proved by G.H. Hardy [2]. If 𝑤𝑤𝑐𝑐 is inte-
grable for 𝑤𝑤(𝜏𝜏) ≥ 0and 𝑐𝑐 > 1, then 

∫ (1
𝑠𝑠 ∫ 𝑤𝑤(𝜏𝜏)𝑑𝑑𝜏𝜏

𝑠𝑠

0
)

𝑐𝑐

𝑑𝑑𝑠𝑠
∞

0
≤ ( 𝑐𝑐

𝑐𝑐 − 1)
𝑐𝑐

∫ 𝑤𝑤𝑐𝑐(𝑠𝑠)𝑑𝑑𝑠𝑠
∞

0
.                                                (1) 

Later, the inequality (1) was generalized by G. H. Hardy[3]. Let 𝑐𝑐 > 1, 
𝑤𝑤(𝜏𝜏) > 0 and 𝑤𝑤 integrable on (0,∞), then we have 

∫ ( 1
𝑡𝑡𝑛𝑛 ∫ 𝑤𝑤(𝜏𝜏)𝑑𝑑𝜏𝜏

∞

𝑡𝑡
)

𝑐𝑐

𝑑𝑑𝑡𝑡
∞

0
≤ ( 𝑐𝑐

1 − 𝑛𝑛)
𝑐𝑐

∫ 1
𝑡𝑡𝑛𝑛−𝑐𝑐 𝑤𝑤𝑐𝑐(𝑡𝑡)𝑑𝑑𝑡𝑡

∞

0
,       𝑛𝑛

< 1,                                       (2) 

∫ ( 1
𝑡𝑡𝑛𝑛 ∫ 𝑤𝑤(𝜏𝜏)𝑑𝑑𝑑𝑑

𝑡𝑡

0
)

𝑐𝑐

𝑑𝑑𝑡𝑡
∞

0
≤ ( 𝑐𝑐

𝑛𝑛 − 1)
𝑐𝑐

∫ 1
𝑡𝑡𝑛𝑛−𝑐𝑐 𝑤𝑤𝑐𝑐(𝑡𝑡)𝑑𝑑𝑡𝑡

∞

0
,      𝑛𝑛

> 1.                                        (3) 
In [4], Hardy and Littlewood developed the discrete versions of the inequali-

ties (2) and (3) previously proved. If (𝑏𝑏𝑛𝑛) is a sequence of non-negative terms 
for 𝑐𝑐 > 1, then we have 

∑ 1
𝑛𝑛𝑘𝑘 ( ∑ 𝑏𝑏𝑚𝑚

∞

𝑚𝑚=𝑛𝑛
)

𝑐𝑐

≤ 𝑀𝑀 ∑ 1
𝑛𝑛𝑘𝑘−𝑐𝑐 𝑏𝑏𝑛𝑛

𝑐𝑐
∞

𝑛𝑛=1

∞

𝑛𝑛=1
,        𝑘𝑘 < 1, 

∑ 1
𝑛𝑛𝑘𝑘 ( ∑ 𝑏𝑏𝑚𝑚

𝑛𝑛

𝑚𝑚=1
)

𝑐𝑐

≤ 𝑀𝑀 ∑ 1
𝑛𝑛𝑘𝑘−𝑐𝑐 𝑏𝑏𝑛𝑛

𝑐𝑐
∞

𝑛𝑛=1

∞

𝑛𝑛=1
,        𝑘𝑘 > 1, 

where𝑀𝑀 is a non-negative constant. For more detailed information on Hardy 
inequalities, see [5-8].  

Let 𝐻𝐻∝ and �̃�𝐻∝ be a fractional Hardy-type integral operator and its adjointon 
(0,∞), 

𝐻𝐻∝𝑣𝑣(𝑡𝑡) = 1
𝑡𝑡1−∝ ∫ 𝑣𝑣(𝑠𝑠)𝑑𝑑𝑠𝑠

𝑡𝑡

0
,                 �̃�𝐻∝𝑣𝑣(𝑡𝑡) = ∫ 1

𝑡𝑡1−∝ 𝑣𝑣(𝑠𝑠)𝑑𝑑𝑠𝑠
∞

𝑡𝑡
, 
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where0 ≤∝< 1 (see [9]). When ∝= 0, we denote 𝐻𝐻0 as 𝐻𝐻 and �̃�𝐻0 as �̃�𝐻. In 
[1,4], G.H. Hardy established the Hardy-type integral inequalities 

∫|𝐻𝐻𝐻𝐻(𝑥𝑥)|𝑝𝑝𝑑𝑑𝑥𝑥
∞

0
≤ (𝑝𝑝′)𝑝𝑝 ∫|𝐻𝐻(𝑥𝑥)|𝑝𝑝𝑑𝑑𝑥𝑥

∞

0
,      𝑝𝑝 > 1, 

∫|�̃�𝐻𝐻𝐻(𝑥𝑥)|𝑝𝑝𝑑𝑑𝑥𝑥
∞

0
≤ 𝑝𝑝𝑝𝑝 ∫|𝐻𝐻(𝑥𝑥)|𝑝𝑝𝑑𝑑𝑥𝑥

∞

0
,           𝑝𝑝 > 1, 

where 1 𝑝𝑝⁄ + 1 𝑝𝑝′⁄ = 1. The above Hardy-type integral inequalities have 

many applications in analysis (for details see [10-12]). 
 
2. Mathematical background on time scales 
Studies on time scales for half a century, especially integral inequalities and 

dynamic equations, have gained a very important place in the world of mathe-
matics and science.In this chapter, we will give some concepts that will be nec-
essary for us to prove our results (for details [13-17, 20, 21]). A time scale is 
known as a completely arbitrary, non-empty closed subset of real numbers and 
it is denoted by 𝕋𝕋 notation. The (0,∞)𝕋𝕋 is denoted by (0,∞) ∩ 𝕋𝕋. 

Themappings𝜎𝜎, 𝜌𝜌: 𝕋𝕋 → 𝕋𝕋definedby𝜎𝜎(𝑡𝑡) = inf{𝑠𝑠 ∈ 𝕋𝕋: 𝑠𝑠 > 𝑡𝑡} (𝜎𝜎(𝑡𝑡) is 
forwardjumpoperator), 𝜌𝜌(𝑡𝑡) = sup{𝑠𝑠 ∈ 𝕋𝕋: 𝑠𝑠 > 𝑡𝑡} (𝜌𝜌(𝑡𝑡) is 
backwardjumpoperator), for𝑡𝑡 ∈ 𝕋𝕋.  

• If𝜎𝜎(𝑡𝑡) > 𝑡𝑡, then𝑡𝑡 is right-scattered and if 𝜎𝜎(𝑡𝑡) = 𝑡𝑡, then 𝑡𝑡 is called right-
dense.  

• If𝜌𝜌(𝑡𝑡) < 𝑡𝑡, then𝑡𝑡 is left-scattered and if 𝜌𝜌(𝑡𝑡) = 𝑡𝑡, then 𝑡𝑡 is called left-
dense.  

• Lettwomappings𝜇𝜇, 𝜗𝜗: 𝕋𝕋 → ℝ+ such that 𝜇𝜇(𝑡𝑡) = 𝜎𝜎(𝑡𝑡) − 𝑡𝑡, 𝜗𝜗(𝑡𝑡) = 𝑡𝑡 −
𝜌𝜌(𝑡𝑡) are called graininess mappings.  

• If𝕋𝕋 has a left-scattered maximum 𝑚𝑚, then 𝕋𝕋𝑘𝑘 = 𝕋𝕋 − {𝑚𝑚}. Otherwise 
𝕋𝕋𝑘𝑘 = 𝕋𝕋. Briefly 

𝕋𝕋𝑘𝑘 = {𝕋𝕋 ∖ (ρ sup 𝕋𝕋, sup 𝕋𝕋],       if     sup 𝕋𝕋 < ∞,
𝕋𝕋,       if     sup 𝕋𝕋 = ∞.  

Bythesameway 

𝕋𝕋𝑘𝑘 = { 𝕋𝕋 ∖ [inf 𝕋𝕋 , 𝜎𝜎(𝕋𝕋)],         |inf 𝕋𝕋| < ∞,
                                𝕋𝕋,           inf 𝕋𝕋 = −∞. 

Assumethat𝜑𝜑: 𝕋𝕋 → ℝ is a function and 𝑡𝑡 ∈ 𝕋𝕋𝑘𝑘(𝑡𝑡 ≠ 𝑚𝑚𝑚𝑚𝑚𝑚𝕋𝕋), 
• If𝜑𝜑 is ∆ − differentiable at point𝑡𝑡, then 𝜑𝜑 is continuous at point 𝑡𝑡. 
• If𝜑𝜑 is left continuous at point 𝑡𝑡 and 𝑡𝑡 is right-scattered, then 𝜑𝜑 is ∆ − 

differentiable at point 𝑡𝑡, 
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∞
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differentiable at point 𝑡𝑡, 

 

 

𝜑𝜑∆(𝑡𝑡) = 𝜑𝜑𝜎𝜎(𝑡𝑡) − 𝜑𝜑(𝑡𝑡)
𝜇𝜇(𝑡𝑡) . 

Let𝑡𝑡 be a right-dense, 

• If𝜑𝜑 is ∆ − differentiable at point 𝑡𝑡 and lim
𝑠𝑠→𝑡𝑡

𝜑𝜑(𝑡𝑡)−𝜑𝜑(𝑠𝑠)
𝑡𝑡−𝑠𝑠 , then 

𝜑𝜑∆(𝑡𝑡) = lim
𝑠𝑠→𝑡𝑡

𝜑𝜑(𝑡𝑡) − 𝜑𝜑(𝑠𝑠)
𝑡𝑡 − 𝑠𝑠 . 

• If𝜑𝜑 is ∆ − differentiable at point 𝑡𝑡, then 𝜑𝜑𝜎𝜎(𝑡𝑡) = 𝜑𝜑(𝑡𝑡) + 𝜇𝜇(𝑡𝑡)𝜑𝜑∆(𝑡𝑡). 
• If𝕋𝕋 = ℝ, then 𝜑𝜑∆(𝑡𝑡) = 𝜑𝜑′(𝑡𝑡).  
• If𝕋𝕋 = ℤ, then 𝜑𝜑∆(𝑡𝑡) reduces to ∆𝜑𝜑(𝑡𝑡).  
Let 𝜑𝜑: 𝕋𝕋 → ℝ and 𝜑𝜑𝜎𝜎: 𝕋𝕋 → ℝ by 𝜑𝜑𝜎𝜎(𝑡𝑡) = 𝜑𝜑(𝜎𝜎(𝑡𝑡)) for all 𝑡𝑡 ∈ 𝕋𝕋, i.e., 𝜑𝜑𝜎𝜎 =

𝜑𝜑 ∘ 𝜎𝜎 and let 𝜑𝜑: 𝕋𝕋 → ℝ and 𝜑𝜑𝜌𝜌: 𝕋𝕋 → ℝ by 𝜑𝜑𝜌𝜌(𝑡𝑡) = 𝜑𝜑(𝜌𝜌(𝑡𝑡)) for all 𝑡𝑡 ∈ 𝕋𝕋, i.e., 
𝜑𝜑𝜌𝜌 = 𝜑𝜑 ∘ 𝜌𝜌.  

The Hilger derivative (delta derivative) 𝜑𝜑∆(𝑡𝑡) is defined as follows. 
Forevery𝜀𝜀 > 0 and 𝑠𝑠, 𝑡𝑡 ∈ 𝑉𝑉 there exists a neighborhood 𝑉𝑉 of 𝑡𝑡 such that 

|𝜑𝜑(𝜎𝜎(𝑡𝑡)) − 𝜑𝜑(s) − 𝜑𝜑∆(𝑡𝑡)(𝜎𝜎(𝑡𝑡) − 𝑠𝑠)| ≤ |𝜎𝜎(𝑡𝑡) − 𝑠𝑠|. 
SupposethatΦ: 𝕋𝕋 → ℝ is defined∆ −antiderivative of 𝜑𝜑: 𝕋𝕋 → ℝ, then Φ∆ =

𝜑𝜑(𝑡𝑡)holdsforall𝑡𝑡 ∈ 𝕋𝕋 and we define the Cauchy  ∆ −integral of 𝜑𝜑 by 

∫ 𝜑𝜑(𝜏𝜏)∆𝜏𝜏
𝑡𝑡

𝑠𝑠
= Φ(𝑡𝑡) − Φ(𝑠𝑠), 

for𝑠𝑠, 𝑡𝑡 ∈ 𝕋𝕋. Supposethattworeal-valued𝑟𝑟𝑟𝑟 −continuous functions𝑣𝑣, 𝑤𝑤 ∶ ℝ →
ℝ is Hilger (delta) differentiable, then𝑣𝑣 ∘ 𝑤𝑤: ℝ → ℝ  is Hilger (delta) 
differentiableand 

(𝑣𝑣 ∘ 𝑤𝑤)∆(𝑥𝑥) = {∫ 𝑣𝑣′(𝑤𝑤(𝑥𝑥) + 𝜑𝜑𝜇𝜇(𝑥𝑥)𝑤𝑤∆(𝑥𝑥))
1

0
𝑟𝑟𝜑𝜑} 𝑤𝑤∆(𝑥𝑥).                              (4) 

If 𝑣𝑣, 𝑤𝑤 satisfy the conditions of [14, Theorem 1.90], then 𝑣𝑣 ∘ 𝑤𝑤: 𝕋𝕋 → ℝ is 
Hilger (delta) differentiable such that 

 
(𝑣𝑣 ∘ 𝑤𝑤)∆(𝑥𝑥) = 𝑣𝑣 ′(𝑤𝑤(𝑟𝑟))𝑤𝑤∆(𝑥𝑥)                                                                            (5) 

 
where𝑟𝑟 ∈ [𝑥𝑥, 𝜎𝜎(𝑥𝑥)]. 
 
Toproveourfindings, wewillconsiderthefollowingnotations, 
 

{
(𝑤𝑤𝑣𝑣)∆ = 𝑤𝑤∆𝑣𝑣 + 𝑤𝑤𝜎𝜎𝑣𝑣∆ = 𝑤𝑤𝑣𝑣∆ + 𝑤𝑤∆𝑣𝑣𝜎𝜎,

(𝑤𝑤
𝑣𝑣 )

∆
= 𝑤𝑤∆𝑣𝑣 − 𝑤𝑤𝑣𝑣∆

𝑣𝑣𝑣𝑣𝜎𝜎
                                                           (6) 
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where𝑣𝑣𝑣𝑣𝜎𝜎 ≠ 0 and 𝑣𝑣𝜎𝜎 = 𝑣𝑣 ∘ 𝜎𝜎. 
 
A function𝜋𝜋: 𝕋𝕋 → ℝis regressiveprovided1 + 𝜇𝜇(𝑠𝑠)𝜋𝜋(𝑠𝑠) ≠ 0, 𝑠𝑠 ∈ 𝕋𝕋. In[14, 

Theorem 1.90], theKeller’schainrule isdefinedby 
 

(Θ𝛿𝛿(𝑠𝑠))∆ = 𝛿𝛿 ∫[𝑤𝑤Θ𝛿𝛿 + (1 − 𝑤𝑤)Θ]𝛿𝛿−1𝑑𝑑𝑤𝑤Θ∆(𝑠𝑠)
1

0
,                                            (7) 

where𝛿𝛿 ∈ ℝ. 
 
If𝑎𝑎, 𝑏𝑏 ∈ 𝕋𝕋and𝑢𝑢, 𝑣𝑣 ∈ 𝐶𝐶𝑟𝑟𝑟𝑟(𝕋𝕋)(𝐶𝐶𝑟𝑟𝑟𝑟(𝕋𝕋) is set of all 𝑟𝑟𝑑𝑑 −continuous functions), 

then 

∫ 𝑢𝑢(𝑥𝑥)𝑣𝑣∆(𝑥𝑥)∆𝑥𝑥
𝑏𝑏

𝑎𝑎
= [𝑢𝑢(𝑥𝑥)𝑣𝑣(𝑥𝑥)]𝑎𝑎

𝑏𝑏 − ∫ 𝑣𝑣𝜎𝜎(𝑥𝑥)𝑢𝑢∆(𝑥𝑥)∆𝑥𝑥
𝑏𝑏

𝑎𝑎
.                                    (8) 

In [14], Hölder’s inequality [states that two real-valued 𝑟𝑟𝑑𝑑 −continuous 
functions 𝑤𝑤, 𝜑𝜑: 𝕋𝕋 → ℝ, 𝑎𝑎, 𝑏𝑏 ∈ 𝕋𝕋, then 

∫|𝑤𝑤(𝑥𝑥)𝜑𝜑(𝑥𝑥)|𝑑𝑑𝑥𝑥
𝑏𝑏

𝑎𝑎
≤ (∫(𝑤𝑤(𝑥𝑥))∝𝑑𝑑𝑥𝑥

𝑏𝑏

𝑎𝑎
)

1
∝

(∫(𝜑𝜑(𝑥𝑥))𝛽𝛽𝑑𝑑𝑥𝑥
𝑏𝑏

𝑎𝑎
)

1
𝛽𝛽

.                            (9) 

where∝> 1 and 1 ∝⁄ + 1 𝛽𝛽⁄ = 1. 

Fortheremainder of ourwork, wewillassumethatthefunctions𝑣𝑣𝑘𝑘, 𝜑𝜑𝑘𝑘, and 𝑔𝑔𝑘𝑘 
in theexpressions of 
ourtheoremsarepositivefunctionsand𝑟𝑟𝑑𝑑 −continuous.Wewillalsoneedthefollowi
ngarithmetic-geometricinequalitytohelp us withtheproofs. (see [18, page 17]) 

∏ 𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

𝑚𝑚

𝑘𝑘=1
< ∑ 𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘

𝑚𝑚

𝑘𝑘=1
,                                                                                            (10) 

where∑ 𝛽𝛽𝑘𝑘
𝑚𝑚
𝑘𝑘=1 = 1. Now, let us define the operators 

𝐷𝐷𝑘𝑘(𝜃𝜃) = 1
𝑣𝑣𝑘𝑘(𝜃𝜃) ∫ 𝑣𝑣𝑘𝑘(𝑠𝑠)𝜑𝜑𝑘𝑘(𝑠𝑠)𝜇𝜇𝑘𝑘(𝑠𝑠)∆𝑠𝑠

𝜃𝜃

𝑎𝑎
,                                                           (11) 

𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃) = 1
𝜃𝜃1−∝ ∫ 𝜑𝜑𝑗𝑗(𝑠𝑠)∆𝑠𝑠

𝜃𝜃

𝑎𝑎
,                                                                             (12) 

where𝜃𝜃 ∈ [𝑎𝑎,∞)𝕋𝕋 and 𝑘𝑘 = 1,2, … , 𝑚𝑚. 
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𝑏𝑏

𝑎𝑎
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𝑏𝑏 − ∫ 𝑣𝑣𝜎𝜎(𝑥𝑥)𝑢𝑢∆(𝑥𝑥)∆𝑥𝑥
𝑏𝑏

𝑎𝑎
.                                    (8) 

In [14], Hölder’s inequality [states that two real-valued 𝑟𝑟𝑑𝑑 −continuous 
functions 𝑤𝑤, 𝜑𝜑: 𝕋𝕋 → ℝ, 𝑎𝑎, 𝑏𝑏 ∈ 𝕋𝕋, then 

∫|𝑤𝑤(𝑥𝑥)𝜑𝜑(𝑥𝑥)|𝑑𝑑𝑥𝑥
𝑏𝑏

𝑎𝑎
≤ (∫(𝑤𝑤(𝑥𝑥))∝𝑑𝑑𝑥𝑥

𝑏𝑏

𝑎𝑎
)

1
∝

(∫(𝜑𝜑(𝑥𝑥))𝛽𝛽𝑑𝑑𝑥𝑥
𝑏𝑏

𝑎𝑎
)

1
𝛽𝛽

.                            (9) 

where∝> 1 and 1 ∝⁄ + 1 𝛽𝛽⁄ = 1. 

Fortheremainder of ourwork, wewillassumethatthefunctions𝑣𝑣𝑘𝑘, 𝜑𝜑𝑘𝑘, and 𝑔𝑔𝑘𝑘 
in theexpressions of 
ourtheoremsarepositivefunctionsand𝑟𝑟𝑑𝑑 −continuous.Wewillalsoneedthefollowi
ngarithmetic-geometricinequalitytohelp us withtheproofs. (see [18, page 17]) 

∏ 𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

𝑚𝑚

𝑘𝑘=1
< ∑ 𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘

𝑚𝑚

𝑘𝑘=1
,                                                                                            (10) 

where∑ 𝛽𝛽𝑘𝑘
𝑚𝑚
𝑘𝑘=1 = 1. Now, let us define the operators 

𝐷𝐷𝑘𝑘(𝜃𝜃) = 1
𝑣𝑣𝑘𝑘(𝜃𝜃) ∫ 𝑣𝑣𝑘𝑘(𝑠𝑠)𝜑𝜑𝑘𝑘(𝑠𝑠)𝜇𝜇𝑘𝑘(𝑠𝑠)∆𝑠𝑠

𝜃𝜃

𝑎𝑎
,                                                           (11) 

𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃) = 1
𝜃𝜃1−∝ ∫ 𝜑𝜑𝑗𝑗(𝑠𝑠)∆𝑠𝑠

𝜃𝜃

𝑎𝑎
,                                                                             (12) 

where𝜃𝜃 ∈ [𝑎𝑎,∞)𝕋𝕋 and 𝑘𝑘 = 1,2, … , 𝑚𝑚. 
 

 

 

3. Main Result 
Theorem 3.1.Let𝛽𝛽𝑘𝑘 < 𝛿𝛿𝑘𝑘 and 1 < 𝛽𝛽𝑘𝑘 < 𝛾𝛾𝑘𝑘 for 𝑘𝑘 = 1,2,… ,𝑚𝑚 such that 

∑ 𝛽𝛽𝑘𝑘
𝑚𝑚
𝑘𝑘=1 = 1. Let 𝑣𝑣𝑘𝑘(𝜃𝜃)be a non-increasing and non-negative functions for 𝑘𝑘 =

1,2,… ,𝑚𝑚, and let 𝑔𝑔𝑘𝑘(𝜃𝜃) be a non-decreasingandnon-negativefunctionsfor𝑘𝑘 =
1,2,… ,𝑚𝑚. If there exist constants 𝜌𝜌𝑘𝑘 > 0 for𝑘𝑘 = 1,2,… ,𝑚𝑚 satisfying 

[
𝐻𝐻𝑘𝑘,∝

𝜎𝜎 𝜑𝜑(𝜃𝜃)
𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃)]

𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘 𝛾𝛾𝑘𝑘𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃)𝑣𝑣𝑘𝑘

∆(𝜃𝜃)
(𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘)𝜑𝜑𝑘𝑘(𝜃𝜃)𝑣𝑣𝑘𝑘(𝜃𝜃) + 1 

 

≥ [
𝐻𝐻𝑘𝑘,∝

𝜎𝜎 𝜑𝜑(𝜃𝜃)
𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃)]

𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘 𝛾𝛾𝑘𝑘𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃)𝑔𝑔𝑘𝑘

∆(𝜃𝜃)
(𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘)𝜑𝜑𝑘𝑘(𝜃𝜃)𝑔𝑔𝑘𝑘

𝜎𝜎(𝜃𝜃) + 1
𝜌𝜌𝑘𝑘

,                                                (13) 

then for any constants 𝐶𝐶𝑘𝑘 > 0, we have 

∫ ∏([𝐷𝐷𝑘𝑘
𝜎𝜎(𝜃𝜃)]𝛾𝛾𝑘𝑘

[𝑔𝑔𝑘𝑘
𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)]𝛽𝛽𝑘𝑘

[𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝜃𝜃)]𝛿𝛿𝑘𝑘

)
𝑚𝑚

𝑘𝑘=1
∆𝜃𝜃

∞

𝑏𝑏
 

                                 

≤ [∏ 1
𝐶𝐶𝑘𝑘

𝛾𝛾𝑘𝑘

𝑚𝑚

𝑘𝑘=1
] ∑ 𝐿𝐿𝑘𝑘

𝑚𝑚

𝑘𝑘=1
∫ 𝑔𝑔𝑘𝑘

𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝜇𝜇𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃)

(𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝜃𝜃))

𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

(𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

−1)

(𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃))
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

(𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

−1)
∆𝜃𝜃

∞

𝑏𝑏
,        (14) 

where 𝐿𝐿𝑘𝑘 = 𝛽𝛽𝑘𝑘 (𝐶𝐶𝑘𝑘
𝜌𝜌𝑘𝑘𝛾𝛾𝑘𝑘

𝛿𝛿𝑘𝑘−𝛽𝛽𝑘𝑘
)

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘. 

Proof. If we integrate the left-hand side of (14)for 𝜗𝜗(𝜃𝜃) =

−∫ 𝜑𝜑𝑘𝑘(𝑠𝑠) (𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝑠𝑠))

−𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘 ∆𝑠𝑠∞

𝜃𝜃 , then we have 

∫ 𝑔𝑔𝑘𝑘
𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)[𝐷𝐷𝑘𝑘

𝜎𝜎(𝜃𝜃)]
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

(𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝜃𝜃))

𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

∆𝜃𝜃
∞

𝑏𝑏
= − ∫ 𝜗𝜗(𝜃𝜃)(𝑔𝑔𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃))

∆

∆𝜃𝜃
∞

𝑏𝑏
,            (15) 

where we use (8) with 

[
 
 
 
 𝜆𝜆𝜎𝜎(𝜃𝜃) = 𝑔𝑔𝑘𝑘

𝜎𝜎(𝜃𝜃)[𝐷𝐷𝑘𝑘
𝜎𝜎(𝜃𝜃)]

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

𝜗𝜗∆(𝜃𝜃) = 𝜑𝜑𝑘𝑘(𝜃𝜃)

(𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝜃𝜃))

𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

, 

to obtain 
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∫ 𝑔𝑔𝑘𝑘
𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)[𝐷𝐷𝑘𝑘

𝜎𝜎(𝜃𝜃)]
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

(𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝜃𝜃))

𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

∆𝜃𝜃
∞

𝑏𝑏
 

 

= 𝜗𝜗(𝜃𝜃)𝑔𝑔𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃)𝐼𝐼𝑏𝑏

∞ − ∫ 𝜗𝜗(𝜃𝜃) (𝑔𝑔𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃))

∆

∆𝜃𝜃
∞

𝑏𝑏
. 

From (7), we obtain that 

((𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝑠𝑠))
1−𝛿𝛿𝑘𝑘

𝛽𝛽𝑘𝑘)
∆

 

 

= (1 − 𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

) ∫(𝜏𝜏𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝑠𝑠) + (1 − 𝜏𝜏)𝐻𝐻𝑘𝑘,∝(𝑠𝑠))−𝛿𝛿𝑘𝑘

𝛽𝛽𝑘𝑘𝑑𝑑𝜏𝜏𝐻𝐻𝑘𝑘,∝
∆ 𝜑𝜑(𝑠𝑠)

1

0
 

 

≤ (1 − 𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

) ∫ (𝜏𝜏𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝑠𝑠) + (1 − 𝜏𝜏)𝐻𝐻𝑘𝑘,∝

𝜎𝜎 𝜑𝜑(𝑠𝑠))
−𝛿𝛿𝑘𝑘

𝛽𝛽𝑘𝑘 𝑑𝑑𝜏𝜏𝐻𝐻𝑘𝑘,∝
∆ 𝜑𝜑(𝑠𝑠)

1

0
 

 

= (1 − 𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

) (𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝑠𝑠))

−𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘 𝜑𝜑𝑘𝑘(𝑠𝑠), 

so 

(𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝑠𝑠))

−𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘 𝜑𝜑𝑘𝑘(𝑠𝑠) ≤ 𝛽𝛽𝑘𝑘

𝛽𝛽𝑘𝑘 − 𝛿𝛿𝑘𝑘
((𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝑠𝑠))

1−𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘)

∆

. 

Therefore 

𝜗𝜗(𝜃𝜃) = − ∫ (𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝑠𝑠))

−𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘 𝜑𝜑𝑘𝑘(𝑠𝑠)∆𝑠𝑠

∞

𝜃𝜃
≤ 𝛽𝛽𝑘𝑘

𝛽𝛽𝑘𝑘 − 𝛿𝛿𝑘𝑘
∫ ((𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝑠𝑠))

1−𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘)

∆

∆𝑠𝑠
∞

𝜃𝜃
 

 

= 𝛽𝛽𝑘𝑘
𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘

((𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝑠𝑠))
1−𝛿𝛿𝑘𝑘

𝛽𝛽𝑘𝑘 − 𝐼𝐼𝑘𝑘) ≤ 𝛽𝛽𝑘𝑘
𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘

(𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝑠𝑠))
1−𝛿𝛿𝑘𝑘

𝛽𝛽𝑘𝑘 .               (16) 

 
Combining (15) and (16) weobtainthat 

∫ 𝑔𝑔𝑘𝑘
𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)[𝐷𝐷𝑘𝑘

𝜎𝜎(𝜃𝜃)]
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

(𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝜃𝜃))

𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

∆𝜃𝜃
∞

𝑏𝑏
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∫ 𝑔𝑔𝑘𝑘
𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)[𝐷𝐷𝑘𝑘

𝜎𝜎(𝜃𝜃)]
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

(𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝜃𝜃))

𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

∆𝜃𝜃
∞

𝑏𝑏
 

 

= 𝜗𝜗(𝜃𝜃)𝑔𝑔𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃)𝐼𝐼𝑏𝑏

∞ − ∫ 𝜗𝜗(𝜃𝜃) (𝑔𝑔𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃))

∆

∆𝜃𝜃
∞

𝑏𝑏
. 

From (7), we obtain that 

((𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝑠𝑠))
1−𝛿𝛿𝑘𝑘

𝛽𝛽𝑘𝑘)
∆

 

 

= (1 − 𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

) ∫(𝜏𝜏𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝑠𝑠) + (1 − 𝜏𝜏)𝐻𝐻𝑘𝑘,∝(𝑠𝑠))−𝛿𝛿𝑘𝑘

𝛽𝛽𝑘𝑘𝑑𝑑𝜏𝜏𝐻𝐻𝑘𝑘,∝
∆ 𝜑𝜑(𝑠𝑠)

1

0
 

 

≤ (1 − 𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

) ∫ (𝜏𝜏𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝑠𝑠) + (1 − 𝜏𝜏)𝐻𝐻𝑘𝑘,∝

𝜎𝜎 𝜑𝜑(𝑠𝑠))
−𝛿𝛿𝑘𝑘

𝛽𝛽𝑘𝑘 𝑑𝑑𝜏𝜏𝐻𝐻𝑘𝑘,∝
∆ 𝜑𝜑(𝑠𝑠)

1

0
 

 

= (1 − 𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

) (𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝑠𝑠))

−𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘 𝜑𝜑𝑘𝑘(𝑠𝑠), 

so 

(𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝑠𝑠))

−𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘 𝜑𝜑𝑘𝑘(𝑠𝑠) ≤ 𝛽𝛽𝑘𝑘

𝛽𝛽𝑘𝑘 − 𝛿𝛿𝑘𝑘
((𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝑠𝑠))

1−𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘)

∆

. 

Therefore 

𝜗𝜗(𝜃𝜃) = − ∫ (𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝑠𝑠))

−𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘 𝜑𝜑𝑘𝑘(𝑠𝑠)∆𝑠𝑠

∞

𝜃𝜃
≤ 𝛽𝛽𝑘𝑘

𝛽𝛽𝑘𝑘 − 𝛿𝛿𝑘𝑘
∫ ((𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝑠𝑠))

1−𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘)

∆

∆𝑠𝑠
∞

𝜃𝜃
 

 

= 𝛽𝛽𝑘𝑘
𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘

((𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝑠𝑠))
1−𝛿𝛿𝑘𝑘

𝛽𝛽𝑘𝑘 − 𝐼𝐼𝑘𝑘) ≤ 𝛽𝛽𝑘𝑘
𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘

(𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝑠𝑠))
1−𝛿𝛿𝑘𝑘

𝛽𝛽𝑘𝑘 .               (16) 

 
Combining (15) and (16) weobtainthat 

∫ 𝑔𝑔𝑘𝑘
𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)[𝐷𝐷𝑘𝑘

𝜎𝜎(𝜃𝜃)]
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

(𝐻𝐻𝑘𝑘,∝
𝜎𝜎 𝜑𝜑(𝜃𝜃))

𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

∆𝜃𝜃
∞

𝑏𝑏
 

 

 

 

≤ 𝛽𝛽𝑘𝑘
𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘

∫ (𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃))
1−𝛿𝛿𝑘𝑘

𝛽𝛽𝑘𝑘 (𝑔𝑔𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃))

∆

∆𝜃𝜃
∞

𝑏𝑏
.                                    (17) 

If we use the definition of 𝐷𝐷𝑘𝑘(𝜃𝜃), the multiplication rule (6) gives: 

𝐷𝐷𝑘𝑘
∆(𝜃𝜃) =

[𝑣𝑣𝑘𝑘(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝜇𝜇𝑘𝑘(𝜃𝜃)]
𝑣𝑣𝑘𝑘(𝜃𝜃) + (− 𝑣𝑣𝑘𝑘

∆(𝜃𝜃)
𝑣𝑣𝑘𝑘(𝜃𝜃)𝑣𝑣𝑘𝑘

𝜎𝜎(𝜃𝜃)) ∫ 𝑣𝑣𝑘𝑘(𝑠𝑠)𝜑𝜑𝑘𝑘(𝑠𝑠)𝜇𝜇𝑘𝑘(𝑠𝑠)∆𝑠𝑠
𝜎𝜎(𝜃𝜃)

𝑏𝑏
 

= 𝜑𝜑𝑘𝑘(𝜃𝜃)𝜇𝜇𝑘𝑘(𝜃𝜃) − 𝑣𝑣𝑘𝑘
∆(𝜃𝜃)𝐷𝐷𝑘𝑘

𝜎𝜎(𝜃𝜃)
𝑣𝑣𝑘𝑘(𝜃𝜃) ≥ 0. 

Applyingthechainrulefor𝑐𝑐 ∈ [𝜃𝜃, 𝜎𝜎(𝜃𝜃)], 
𝜋𝜋∆(𝜂𝜂(𝜃𝜃)) = 𝜋𝜋 ′(𝜂𝜂(𝑐𝑐))𝜋𝜋∆(𝜃𝜃),                                                                               (18) 

weobtainthat 

(𝐷𝐷𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃))

∆

=
𝛾𝛾𝑘𝑘𝐷𝐷𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

−1
(𝑐𝑐)

𝛽𝛽𝑘𝑘
𝐷𝐷𝑘𝑘

∆(𝜃𝜃). 

Since 𝐷𝐷𝑘𝑘
∆(𝜃𝜃) ≥ 0and 𝜎𝜎(𝜃𝜃) ≥ 𝑐𝑐, we have that 

(𝐷𝐷𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃))

∆

≤
𝛾𝛾𝑘𝑘𝐷𝐷𝑘𝑘

𝜎𝜎(𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

−1)
(𝜃𝜃)

𝛽𝛽𝑘𝑘
[𝜑𝜑𝑘𝑘(𝜃𝜃)𝜇𝜇𝑘𝑘(𝜃𝜃) − 𝑣𝑣𝑘𝑘

∆(𝜃𝜃)𝐷𝐷𝑘𝑘
𝜎𝜎(𝜃𝜃)

𝑣𝑣𝑘𝑘(𝜃𝜃) ] 

                              =
𝛾𝛾𝑘𝑘𝜑𝜑𝑘𝑘(𝜃𝜃)𝜇𝜇𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘

𝜎𝜎(𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

−1)
(𝜃𝜃)

𝛽𝛽𝑘𝑘
−

𝛾𝛾𝑘𝑘𝑣𝑣𝑘𝑘
∆(𝜃𝜃)𝐷𝐷𝑘𝑘

𝜎𝜎𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘 (𝜃𝜃)

𝛽𝛽𝑘𝑘𝑣𝑣𝑘𝑘(𝜃𝜃) , 

and we obtain that 

(𝑔𝑔𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃))

∆

= 𝐷𝐷𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃)𝑔𝑔𝑘𝑘

∆(𝜃𝜃) + (𝐷𝐷𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃))

∆

𝑔𝑔𝑘𝑘
𝜎𝜎(𝜃𝜃) 

≤ 𝐷𝐷𝑘𝑘

𝜎𝜎𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘 (𝜃𝜃)𝑔𝑔𝑘𝑘

∆(𝜃𝜃) +
𝛾𝛾𝑘𝑘𝑔𝑔𝑘𝑘

𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝜇𝜇𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘
𝜎𝜎(𝛾𝛾𝑘𝑘

𝛽𝛽𝑘𝑘
−1)

(𝜃𝜃)
𝛽𝛽𝑘𝑘

−
𝛾𝛾𝑘𝑘𝑔𝑔𝑘𝑘

𝜎𝜎(𝜃𝜃)𝑣𝑣𝑘𝑘
∆(𝜃𝜃)𝐷𝐷𝑘𝑘

𝜎𝜎𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘 (𝜃𝜃)

𝛽𝛽𝑘𝑘𝑣𝑣𝑘𝑘(𝜃𝜃) . 

 
Substituting (19) into (17), we have that 
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∫
𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘

𝜎𝜎𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘 (𝜃𝜃)

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

∞

𝑏𝑏
∆𝜃𝜃 ≤ 𝛽𝛽𝑘𝑘

𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘
∫ (𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃))

1−𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘 𝑔𝑔𝑘𝑘∆(𝜃𝜃)𝐷𝐷𝑘𝑘
𝜎𝜎𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘 (𝜃𝜃)∆𝜃𝜃

∞

𝑏𝑏
 

 

+ 𝛾𝛾𝑘𝑘
𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘

∫ (𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃))
1−𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘 𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝜇𝜇𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘

𝜎𝜎(𝛾𝛾𝑘𝑘𝛽𝛽𝑘𝑘−1)
(𝜃𝜃)∆𝜃𝜃

∞

𝑏𝑏
 

 

− 𝛾𝛾𝑘𝑘
𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘

∫ 𝑔𝑔𝑘𝑘
𝜎𝜎(𝜃𝜃)𝑣𝑣𝑘𝑘∆(𝜃𝜃)
𝑣𝑣𝑘𝑘(𝜃𝜃)

(𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃))
1−𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘 𝐷𝐷𝑘𝑘

𝜎𝜎𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘 (𝜃𝜃)∆𝜃𝜃

∞

𝑏𝑏
. 

Thisand (13) implythat 

∫ 𝑔𝑔𝑔𝑔
𝑔𝑔(𝑔𝑔)𝑔𝑔𝑔𝑔(𝑔𝑔)

(𝑔𝑔𝑔𝑔,∝𝑔𝑔 𝑔𝑔(𝑔𝑔))
𝑔𝑔𝑔𝑔
𝛽𝛽𝑔𝑔

𝑔𝑔𝑔𝑔
𝑔𝑔𝑔𝑔𝑔𝑔
𝑔𝑔𝑔𝑔 (𝑔𝑔)∆𝑔𝑔

∞

𝑔𝑔

≤ 𝜌𝜌𝑘𝑘𝛾𝛾𝑘𝑘
𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘

∫ (𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃))
1−𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘 𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝜇𝜇𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘

𝜎𝜎(𝛾𝛾𝑘𝑘𝛽𝛽𝑘𝑘−1)
(𝜃𝜃)∆𝜃𝜃

∞

𝑏𝑏
 

= 𝜌𝜌𝑘𝑘𝛾𝛾𝑘𝑘
𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘

∫

(

 
 (𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃))

1−𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘 𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝜇𝜇𝑘𝑘
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃)

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
−𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘(

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘
−1)

)

 
 

𝛽𝛽𝑘𝑘
𝛾𝛾𝑘𝑘

∞

𝑏𝑏

×

(

 
 𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘

𝜎𝜎𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘 (𝜃𝜃)

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

)

 
 

𝛾𝛾𝑘𝑘−𝛽𝛽𝑘𝑘
𝛾𝛾𝑘𝑘

∆𝜃𝜃. 
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∫
𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘

𝜎𝜎𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘 (𝜃𝜃)

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

∞

𝑏𝑏
∆𝜃𝜃 ≤ 𝛽𝛽𝑘𝑘

𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘
∫ (𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃))

1−𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘 𝑔𝑔𝑘𝑘∆(𝜃𝜃)𝐷𝐷𝑘𝑘
𝜎𝜎𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘 (𝜃𝜃)∆𝜃𝜃

∞

𝑏𝑏
 

 

+ 𝛾𝛾𝑘𝑘
𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘

∫ (𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃))
1−𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘 𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝜇𝜇𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘

𝜎𝜎(𝛾𝛾𝑘𝑘𝛽𝛽𝑘𝑘−1)
(𝜃𝜃)∆𝜃𝜃

∞

𝑏𝑏
 

 

− 𝛾𝛾𝑘𝑘
𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘

∫ 𝑔𝑔𝑘𝑘
𝜎𝜎(𝜃𝜃)𝑣𝑣𝑘𝑘∆(𝜃𝜃)
𝑣𝑣𝑘𝑘(𝜃𝜃)

(𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃))
1−𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘 𝐷𝐷𝑘𝑘

𝜎𝜎𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘 (𝜃𝜃)∆𝜃𝜃

∞

𝑏𝑏
. 

Thisand (13) implythat 

∫ 𝑔𝑔𝑔𝑔𝑔𝑔(𝑔𝑔)𝑔𝑔𝑔𝑔(𝑔𝑔)

(𝑔𝑔𝑔𝑔,∝𝑔𝑔 𝑔𝑔(𝑔𝑔))
𝑔𝑔𝑔𝑔
𝛽𝛽𝑔𝑔

𝑔𝑔𝑔𝑔
𝑔𝑔𝑔𝑔𝑔𝑔
𝑔𝑔𝑔𝑔 (𝑔𝑔)∆𝑔𝑔

∞

𝑔𝑔

≤ 𝜌𝜌𝑘𝑘𝛾𝛾𝑘𝑘
𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘

∫ (𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃))
1−𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘 𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝜇𝜇𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘

𝜎𝜎(𝛾𝛾𝑘𝑘𝛽𝛽𝑘𝑘−1)
(𝜃𝜃)∆𝜃𝜃

∞

𝑏𝑏
 

= 𝜌𝜌𝑘𝑘𝛾𝛾𝑘𝑘
𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘

∫

(

 
 (𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃))

1−𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘 𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝜇𝜇𝑘𝑘
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃)

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
−𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘(

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘
−1)

)

 
 

𝛽𝛽𝑘𝑘
𝛾𝛾𝑘𝑘

∞

𝑏𝑏

×

(

 
 𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘

𝜎𝜎𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘 (𝜃𝜃)

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

)

 
 

𝛾𝛾𝑘𝑘−𝛽𝛽𝑘𝑘
𝛾𝛾𝑘𝑘

∆𝜃𝜃. 

  

 

 

ByapplyingHölder’sinequality, weobtain 

∫
𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘

𝜎𝜎𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘 (𝜃𝜃)

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

∆𝜃𝜃
∞

𝑏𝑏
 

≤ 𝜌𝜌𝑘𝑘𝛾𝛾𝑘𝑘
𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘

(

 
 ∫

(𝐻𝐻𝑘𝑘,∝𝜑𝜑(𝜃𝜃))
1−𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘 𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝜇𝜇𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃)

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
−𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘(

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘
−1)

∞

𝑏𝑏
∆𝜃𝜃

)

 
 

𝛽𝛽𝑘𝑘
𝛾𝛾𝑘𝑘

×

(

 
 ∫

𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝐷𝐷𝑘𝑘
𝜎𝜎𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘 (𝜃𝜃)

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

∆𝜃𝜃
∞

𝑏𝑏
)

 
 

𝛾𝛾𝑘𝑘−𝛽𝛽𝑘𝑘
𝛾𝛾𝑘𝑘

. 

 
Thisgives us that 

∫
𝑔𝑔𝑔𝑔𝑔𝑔(𝑔𝑔)𝑔𝑔𝑔𝑔(𝑔𝑔)𝑔𝑔𝑔𝑔

𝑔𝑔𝑔𝑔𝑔𝑔
𝑔𝑔𝑔𝑔 (𝑔𝑔)

(𝑔𝑔𝑔𝑔,∝𝑔𝑔 𝑔𝑔(𝑔𝑔))
𝑔𝑔𝑔𝑔
𝑔𝑔𝑔𝑔

∆𝑔𝑔
∞

𝑔𝑔

≤ ( 𝜌𝜌𝑘𝑘𝛾𝛾𝑘𝑘
𝛿𝛿𝑘𝑘 − 𝛽𝛽𝑘𝑘

)
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘 ∫

𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝜇𝜇𝑘𝑘
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃) (𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))

𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘
(𝛾𝛾𝑘𝑘𝛽𝛽𝑘𝑘−1)

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘
(𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘−1)

∆𝜃𝜃
∞

𝑏𝑏
. 

Forany𝐶𝐶𝑘𝑘 > 0, and by using the inequality (10), we obtain 

∏(𝑔𝑔𝑘𝑘
𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)(𝐷𝐷𝑘𝑘𝜎𝜎(𝜃𝜃))

𝛾𝛾𝑘𝑘

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘 )

𝑚𝑚

𝑘𝑘=1

 

 

=∏ 1
𝐶𝐶𝑘𝑘
𝛾𝛾𝑘𝑘

{
 
 

 
 

(

 
 𝐶𝐶𝑘𝑘

𝐷𝐷𝑘𝑘𝜎𝜎(𝜃𝜃)[𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)]
𝛽𝛽𝑘𝑘
𝛾𝛾𝑘𝑘

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘
𝛾𝛾𝑘𝑘

)

 
 

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

}
 
 

 
 
𝛽𝛽𝑘𝑘

𝑚𝑚

𝑘𝑘=1
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= [∏ 1
𝐶𝐶𝑘𝑘
𝛾𝛾𝑘𝑘

𝑚𝑚

𝑘𝑘=1

]∏

{
 
 

 
 

(

 
 𝐶𝐶𝑘𝑘

𝐷𝐷𝑘𝑘𝜎𝜎(𝜃𝜃)[𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)]
𝛽𝛽𝑘𝑘
𝛾𝛾𝑘𝑘

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘
𝛾𝛾𝑘𝑘

)

 
 

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

}
 
 

 
 
𝛽𝛽𝑘𝑘

𝑚𝑚

𝑘𝑘=1

 

 

≤ [∏ 1
𝐶𝐶𝑘𝑘
𝛾𝛾𝑘𝑘

𝑚𝑚

𝑘𝑘=1

]∑
𝛽𝛽𝑘𝑘𝐶𝐶𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)(𝐷𝐷𝑘𝑘𝜎𝜎(𝜃𝜃))

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘
𝛾𝛾𝑘𝑘

𝑚𝑚

𝑘𝑘=1

. 

Herewith 

∫∏(𝑔𝑔𝑘𝑘
𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)(𝐷𝐷𝑘𝑘𝜎𝜎(𝜃𝜃))

𝛾𝛾𝑘𝑘

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘 )

𝑚𝑚

𝑘𝑘=1

∆𝜃𝜃
∞

𝑏𝑏
 

 

≤ [∏ 1
𝐶𝐶𝑘𝑘
𝛾𝛾𝑘𝑘

𝑚𝑚

𝑘𝑘=1

]∑𝛽𝛽𝑘𝑘𝐶𝐶𝑘𝑘
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

𝑚𝑚

𝑘𝑘=1

∫𝑔𝑔𝑘𝑘
𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)(𝐷𝐷𝑘𝑘𝜎𝜎(𝜃𝜃))

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘
𝛾𝛾𝑘𝑘

∆𝜃𝜃
∞

𝑏𝑏
 

≤ [∏ 1
𝐶𝐶𝑘𝑘
𝛾𝛾𝑘𝑘

𝑚𝑚

𝑘𝑘=1

]∑𝐿𝐿𝑘𝑘
𝑚𝑚

𝑘𝑘=1

∫𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝜇𝜇𝑘𝑘
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃)

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘
(𝛾𝛾𝑘𝑘𝛽𝛽𝑘𝑘−1)

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘
(𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘−1)

∆𝜃𝜃
∞

𝑏𝑏
, 

where𝐿𝐿𝑘𝑘 = 𝛽𝛽𝑘𝑘 (
𝜌𝜌𝑘𝑘𝛾𝛾𝑘𝑘𝐶𝐶𝑘𝑘
𝛿𝛿𝑘𝑘−𝛽𝛽𝑘𝑘

)
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘. 

Corollary 3.2.Let𝜑𝜑𝑘𝑘(𝜃𝜃) = 𝑔𝑔𝑘𝑘(𝜃𝜃) = 1, 𝑣𝑣𝑘𝑘(𝜃𝜃)be non increasingandnon-
negativefunctionsfor𝑘𝑘 = 1,2, … ,𝑚𝑚,and define  

𝐷𝐷𝑘𝑘(𝜃𝜃) =
1

𝑣𝑣𝑘𝑘(𝜃𝜃)
∫ 𝑣𝑣𝑘𝑘(𝑠𝑠)𝜇𝜇𝑘𝑘(𝑠𝑠)∆𝑠𝑠
𝜃𝜃

𝑏𝑏
,                                                                       (21) 

where𝜃𝜃 ∈ [𝑏𝑏,∞)𝕋𝕋. If there exist constants 𝜌𝜌𝑘𝑘 > 0for𝑘𝑘 = 1,2, … ,𝑚𝑚 satisfying 

( 𝛾𝛾𝑘𝑘
𝛿𝛿𝑘𝑘−𝛽𝛽𝑘𝑘

) (𝜃𝜃−𝑏𝑏)𝑣𝑣𝑘𝑘
∆(𝜃𝜃)

𝑣𝑣𝑘𝑘(𝜃𝜃)
≥ 1

𝜌𝜌𝑘𝑘
− 1, then, for any constants 𝐶𝐶𝑘𝑘 > 0, we have 

 

∫∏( (𝐷𝐷𝑘𝑘𝜎𝜎(𝜃𝜃))
𝛾𝛾𝑘𝑘

(𝜎𝜎(𝜃𝜃) − 𝑏𝑏)𝛿𝛿𝑘𝑘)
𝑚𝑚

𝑘𝑘=1

∆𝜃𝜃
∞

𝑏𝑏
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= [∏ 1
𝐶𝐶𝑘𝑘
𝛾𝛾𝑘𝑘

𝑚𝑚

𝑘𝑘=1

]∏

{
 
 

 
 

(

 
 𝐶𝐶𝑘𝑘

𝐷𝐷𝑘𝑘𝜎𝜎(𝜃𝜃)[𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)]
𝛽𝛽𝑘𝑘
𝛾𝛾𝑘𝑘

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘
𝛾𝛾𝑘𝑘

)

 
 

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

}
 
 

 
 
𝛽𝛽𝑘𝑘

𝑚𝑚

𝑘𝑘=1

 

 

≤ [∏ 1
𝐶𝐶𝑘𝑘
𝛾𝛾𝑘𝑘

𝑚𝑚

𝑘𝑘=1

]∑
𝛽𝛽𝑘𝑘𝐶𝐶𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)(𝐷𝐷𝑘𝑘𝜎𝜎(𝜃𝜃))

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘
𝛾𝛾𝑘𝑘

𝑚𝑚

𝑘𝑘=1

. 

Herewith 

∫∏(𝑔𝑔𝑘𝑘
𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)(𝐷𝐷𝑘𝑘𝜎𝜎(𝜃𝜃))

𝛾𝛾𝑘𝑘

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘 )

𝑚𝑚

𝑘𝑘=1

∆𝜃𝜃
∞

𝑏𝑏
 

 

≤ [∏ 1
𝐶𝐶𝑘𝑘
𝛾𝛾𝑘𝑘

𝑚𝑚

𝑘𝑘=1

]∑𝛽𝛽𝑘𝑘𝐶𝐶𝑘𝑘
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

𝑚𝑚

𝑘𝑘=1

∫𝑔𝑔𝑘𝑘
𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)(𝐷𝐷𝑘𝑘𝜎𝜎(𝜃𝜃))

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘
𝛾𝛾𝑘𝑘

∆𝜃𝜃
∞

𝑏𝑏
 

≤ [∏ 1
𝐶𝐶𝑘𝑘
𝛾𝛾𝑘𝑘

𝑚𝑚

𝑘𝑘=1

]∑𝐿𝐿𝑘𝑘
𝑚𝑚

𝑘𝑘=1

∫𝑔𝑔𝑘𝑘𝜎𝜎(𝜃𝜃)𝜑𝜑𝑘𝑘(𝜃𝜃)𝜇𝜇𝑘𝑘
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃)

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘
(𝛾𝛾𝑘𝑘𝛽𝛽𝑘𝑘−1)

(𝐻𝐻𝑘𝑘,∝𝜎𝜎 𝜑𝜑(𝜃𝜃))
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘
(𝛿𝛿𝑘𝑘𝛽𝛽𝑘𝑘−1)

∆𝜃𝜃
∞

𝑏𝑏
, 

where𝐿𝐿𝑘𝑘 = 𝛽𝛽𝑘𝑘 (
𝜌𝜌𝑘𝑘𝛾𝛾𝑘𝑘𝐶𝐶𝑘𝑘
𝛿𝛿𝑘𝑘−𝛽𝛽𝑘𝑘

)
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘. 

Corollary 3.2.Let𝜑𝜑𝑘𝑘(𝜃𝜃) = 𝑔𝑔𝑘𝑘(𝜃𝜃) = 1, 𝑣𝑣𝑘𝑘(𝜃𝜃)be non increasingandnon-
negativefunctionsfor𝑘𝑘 = 1,2, … ,𝑚𝑚,and define  

𝐷𝐷𝑘𝑘(𝜃𝜃) =
1

𝑣𝑣𝑘𝑘(𝜃𝜃)
∫ 𝑣𝑣𝑘𝑘(𝑠𝑠)𝜇𝜇𝑘𝑘(𝑠𝑠)∆𝑠𝑠
𝜃𝜃

𝑏𝑏
,                                                                       (21) 

where𝜃𝜃 ∈ [𝑏𝑏,∞)𝕋𝕋. If there exist constants 𝜌𝜌𝑘𝑘 > 0for𝑘𝑘 = 1,2, … ,𝑚𝑚 satisfying 

( 𝛾𝛾𝑘𝑘
𝛿𝛿𝑘𝑘−𝛽𝛽𝑘𝑘

) (𝜃𝜃−𝑏𝑏)𝑣𝑣𝑘𝑘
∆(𝜃𝜃)

𝑣𝑣𝑘𝑘(𝜃𝜃)
≥ 1

𝜌𝜌𝑘𝑘
− 1, then, for any constants 𝐶𝐶𝑘𝑘 > 0, we have 

 

∫∏( (𝐷𝐷𝑘𝑘𝜎𝜎(𝜃𝜃))
𝛾𝛾𝑘𝑘

(𝜎𝜎(𝜃𝜃) − 𝑏𝑏)𝛿𝛿𝑘𝑘)
𝑚𝑚

𝑘𝑘=1

∆𝜃𝜃
∞

𝑏𝑏
 

 

 

 

≤ [∏ 1
𝐶𝐶𝑘𝑘

𝛾𝛾𝑘𝑘

𝑚𝑚

𝑘𝑘=1

] ∑ 𝐿𝐿𝑘𝑘

𝑚𝑚

𝑘𝑘=1

∫ 𝜇𝜇𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘(𝜃𝜃) (𝜎𝜎(𝜃𝜃) − 𝑏𝑏)

𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

(𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

−1)

(𝜃𝜃 − 𝑏𝑏)
𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘

(𝛿𝛿𝑘𝑘
𝛽𝛽𝑘𝑘

−1)
∆𝜃𝜃

∞

𝑏𝑏
, 

where𝐿𝐿𝑘𝑘 = 𝛽𝛽𝑘𝑘𝐶𝐶𝑘𝑘

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘 ( 𝜌𝜌𝑘𝑘𝛾𝛾𝑘𝑘

𝛿𝛿𝑘𝑘−𝛽𝛽𝑘𝑘
)

𝛾𝛾𝑘𝑘
𝛽𝛽𝑘𝑘. 

Remark 3.3.InCorollary 3.2, ifwetake𝕋𝕋 = ℝ, 𝑏𝑏 =∝= 0  and replace 𝜇𝜇𝑘𝑘(𝜃𝜃) 
by  𝜇𝜇𝑘𝑘(𝜃𝜃)

𝜃𝜃 , weobtainTheorem 1 in [19] provedbyCheung et al. 
 
4. Conclusion 
Inthisstudy, wefocused on fractionalHardy-type integral inequalities, 

generalizingandimprovingtheresultspresented in previousstudies. To be 
morespecific, wehavecreatedsomenewgeneralizations of fractionalHardytype 
integral inequalities in time scalecalculation. Thesegeneralizationsshedlight on 
thesolution of problemsthatarise in business, economics, physics, 
opticsandotherbranches of science as well as mathematics. 
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1. Introduction 
Inequalities, fractional integral operators, and dynamic equations have many 

important roles in time scales. The theory of time scales has applications not 
only in mathematics, but also in business, economics, physics, optics, etc. In 
this work, we will prove new dynamic fractional maximal type integral 
inequalities that provide more application in the mathematical literature as a 
result of generalizing inequalities using Keller's chain rule on time scales. The 
theory of time scales is based on Stefan Hilger [10]. For decades several 
dynamic inequalities and integral type equations have been established on time 
scales 𝕋𝕋 [1-4, 14, 16-20]. The most important application areas that time scales 
offer us are integral inequalities, differential calculus and difference calculus, 
i.e, when 𝕋𝕋 = ℝ, 𝕋𝕋 = ℕ and 𝕋𝕋 = 𝑞𝑞ℕ0 = {𝑞𝑞𝑡𝑡: 𝑡𝑡 ∈ ℕ0} for 𝑞𝑞 > 1. For details, the 
reader can refer to books [5, 6]. Anastassiou [4] introduced some features of 
fractional calculus on time scales, which are very important for our convenience 
in practice. Saker and O'Regan [14] proved some new dynamic inequalities on 
time scales. Akin [2] demonstrated some properties of the integral type 
inequalities on time scales. Rahman et al. [12] demonstrated tempered fractional 
integral inequalities for convex functions. Uçar et al. [18] showed a 
generalization of fractional integral type inequalities over time scales. Dynamic 
equations and integral type inequalities on time scales have many applications 
that help us solve problems in various scientific disciplines. For example, 
quantum mechanics, fluid dynamics, economics, and population dynamics [8, 9, 
13, 17, 21, 22, 23].  

 
2. Mathematical Background 
In this chapter, necessary information will be given to guide us in proving 

our main conclusions. A time scale 𝕋𝕋 is a closed non-empty subset of the real 
numbers ℝ. Throughout this work, wesuppose that sup𝕋𝕋 = ∞ and define 
[𝑡𝑡0,∞)𝕋𝕋 by [𝑡𝑡0,∞)𝕋𝕋 = [𝑡𝑡0,∞) ∩ 𝕋𝕋. The notation 𝑓𝑓𝜎𝜎(𝑡𝑡) = 𝑓𝑓(𝜎𝜎(𝑡𝑡)). 

 
Definition 2.1 [14] The mappings𝜎𝜎, 𝜌𝜌: 𝕋𝕋 → 𝕋𝕋are defined by𝜎𝜎(𝑡𝑡) = 𝑖𝑖𝑖𝑖𝑓𝑓{𝑠𝑠 ∈

𝕋𝕋: 𝑠𝑠 > 𝑡𝑡}, 𝜌𝜌(𝑡𝑡) = sup{𝑠𝑠 ∈ 𝕋𝕋: 𝑠𝑠 > 𝑡𝑡}for𝑡𝑡 ∈ 𝕋𝕋. Respectively, 𝜎𝜎(𝑡𝑡), 𝜌𝜌(𝑡𝑡) are 
forward jump operator and backward jump operator. 

 
Definition 2.2 [14] Let two mappings 𝜇𝜇, 𝜗𝜗: 𝕋𝕋 → ℝ+ such that 𝜇𝜇(𝑡𝑡) = 𝜎𝜎(𝑡𝑡) −

𝑡𝑡, 𝜗𝜗(𝑡𝑡) = 𝑡𝑡 − 𝜌𝜌(𝑡𝑡) are called graininess mappings.  
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Remark 2.3 [14] 
• If σ(t) > 𝑡𝑡, then t is right-scattered.  
• If ρ(t) < 𝑡𝑡, then t is left-scattered. 
• If σ(t) = t, then t is called right-dense. 
• If ρ(t) = t, then t is called left-dense. 
• Let 𝑓𝑓:𝕋𝕋 → ℝ and Θ: 𝕋𝕋 → ℝ be any functions for 𝑡𝑡 ∈ 𝕋𝕋. Define ΘΔ(𝑡𝑡) to 

be the number with the property that given any 𝜀𝜀 > 0 there is a 
neighborhood 𝑉𝑉 of 𝑡𝑡 with 

 
|[Θ(𝜎𝜎(𝑡𝑡)) − Θ(𝑠𝑠)] − ΘΔ(𝑡𝑡)[𝜎𝜎(𝑡𝑡) − 𝑠𝑠]| ≤ 𝜀𝜀|𝜎𝜎(𝑡𝑡) − 𝑠𝑠|, 

for all 𝑠𝑠 ∈ 𝑉𝑉. 
• If a time scale 𝕋𝕋 has a left-scattered, then 𝕋𝕋𝑘𝑘 = 𝕋𝕋 − {𝑘𝑘}. Otherwise 𝕋𝕋𝑘𝑘 =

𝕋𝕋. Briefly 
 

𝕋𝕋𝑘𝑘 = {𝕋𝕋 ∖ (ρ sup𝕋𝕋, sup𝕋𝕋],if sup𝕋𝕋 < ∞,
𝕋𝕋,if sup𝕋𝕋 = ∞. 

 
By the same way 

𝕋𝕋𝑘𝑘 = { 𝕋𝕋 ∖ [inf𝕋𝕋 , 𝜎𝜎(inf𝕋𝕋)],|inf 𝕋𝕋| < ∞,
𝕋𝕋, inf 𝕋𝕋 = −∞. 

 
In [14], assume that  𝑓𝑓: 𝕋𝕋 → ℝ is a function and let 𝑡𝑡 ∈ 𝕋𝕋𝑘𝑘(𝑡𝑡 ≠ 𝑚𝑚𝑚𝑚𝑚𝑚𝕋𝕋).  
 
• If 𝑓𝑓 is  ∆ − differentiable at point 𝑡𝑡, then 𝑓𝑓 is continuous at point 𝑡𝑡. 
• If 𝑓𝑓 is left continuous at point 𝑡𝑡 and 𝑡𝑡 is right-scattered, then 𝑓𝑓 is ∆ − 

differentiable at point 𝑡𝑡, 
 

𝑓𝑓∆(𝑡𝑡) = 𝑓𝑓𝜎𝜎(𝑡𝑡) − 𝑓𝑓(𝑡𝑡)
𝜇𝜇(𝑡𝑡) . 

• Let 𝑡𝑡 is right-dense. If 𝑓𝑓 is ∆ − differentiable at point 𝑡𝑡 and lim
𝑠𝑠→𝑡𝑡

𝑓𝑓(𝑡𝑡)−𝑓𝑓(𝑠𝑠)
𝑡𝑡−𝑠𝑠 , 

then 
 

𝑓𝑓∆(𝑡𝑡) = lim
𝑠𝑠→𝑡𝑡

𝑓𝑓(𝑡𝑡) − 𝑓𝑓(𝑠𝑠)
𝑡𝑡 − 𝑠𝑠 . 

 
• If 𝑓𝑓 is ∆ − differentiable at point 𝑡𝑡, then 𝑓𝑓𝜎𝜎(𝑡𝑡) = 𝑓𝑓(𝑡𝑡) + 𝜇𝜇(𝑡𝑡)𝑓𝑓∆(𝑡𝑡). 
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Remark 2.3 [14] 
• If σ(t) > 𝑡𝑡, then t is right-scattered.  
• If ρ(t) < 𝑡𝑡, then t is left-scattered. 
• If σ(t) = t, then t is called right-dense. 
• If ρ(t) = t, then t is called left-dense. 
• Let 𝑓𝑓:𝕋𝕋 → ℝ and Θ: 𝕋𝕋 → ℝ be any functions for 𝑡𝑡 ∈ 𝕋𝕋. Define ΘΔ(𝑡𝑡) to 

be the number with the property that given any 𝜀𝜀 > 0 there is a 
neighborhood 𝑉𝑉 of 𝑡𝑡 with 

 
|[Θ(𝜎𝜎(𝑡𝑡)) − Θ(𝑠𝑠)] − ΘΔ(𝑡𝑡)[𝜎𝜎(𝑡𝑡) − 𝑠𝑠]| ≤ 𝜀𝜀|𝜎𝜎(𝑡𝑡) − 𝑠𝑠|, 

for all 𝑠𝑠 ∈ 𝑉𝑉. 
• If a time scale 𝕋𝕋 has a left-scattered, then 𝕋𝕋𝑘𝑘 = 𝕋𝕋 − {𝑘𝑘}. Otherwise 𝕋𝕋𝑘𝑘 =

𝕋𝕋. Briefly 
 

𝕋𝕋𝑘𝑘 = {𝕋𝕋 ∖ (ρ sup𝕋𝕋, sup𝕋𝕋],if sup𝕋𝕋 < ∞,
𝕋𝕋,if sup𝕋𝕋 = ∞. 

 
By the same way 

𝕋𝕋𝑘𝑘 = { 𝕋𝕋 ∖ [inf𝕋𝕋 , 𝜎𝜎(inf𝕋𝕋)],|inf 𝕋𝕋| < ∞,
𝕋𝕋, inf 𝕋𝕋 = −∞. 

 
In [14], assume that  𝑓𝑓: 𝕋𝕋 → ℝ is a function and let 𝑡𝑡 ∈ 𝕋𝕋𝑘𝑘(𝑡𝑡 ≠ 𝑚𝑚𝑚𝑚𝑚𝑚𝕋𝕋).  
 
• If 𝑓𝑓 is  ∆ − differentiable at point 𝑡𝑡, then 𝑓𝑓 is continuous at point 𝑡𝑡. 
• If 𝑓𝑓 is left continuous at point 𝑡𝑡 and 𝑡𝑡 is right-scattered, then 𝑓𝑓 is ∆ − 

differentiable at point 𝑡𝑡, 
 

𝑓𝑓∆(𝑡𝑡) = 𝑓𝑓𝜎𝜎(𝑡𝑡) − 𝑓𝑓(𝑡𝑡)
𝜇𝜇(𝑡𝑡) . 

• Let 𝑡𝑡 is right-dense. If 𝑓𝑓 is ∆ − differentiable at point 𝑡𝑡 and lim
𝑠𝑠→𝑡𝑡

𝑓𝑓(𝑡𝑡)−𝑓𝑓(𝑠𝑠)
𝑡𝑡−𝑠𝑠 , 

then 
 

𝑓𝑓∆(𝑡𝑡) = lim
𝑠𝑠→𝑡𝑡

𝑓𝑓(𝑡𝑡) − 𝑓𝑓(𝑠𝑠)
𝑡𝑡 − 𝑠𝑠 . 

 
• If 𝑓𝑓 is ∆ − differentiable at point 𝑡𝑡, then 𝑓𝑓𝜎𝜎(𝑡𝑡) = 𝑓𝑓(𝑡𝑡) + 𝜇𝜇(𝑡𝑡)𝑓𝑓∆(𝑡𝑡). 
 
 

 

 

Remark 2.4 [14]  
i. If 𝕋𝕋 = ℝ, then 𝜎𝜎(𝑠𝑠) = 𝑠𝑠, 𝜇𝜇(𝑠𝑠) = 0, 𝑔𝑔∆(𝑠𝑠) = 𝑔𝑔′(𝑠𝑠), ∫ 𝑔𝑔(𝑠𝑠)∆𝑠𝑠𝑏𝑏

𝑎𝑎 =
∫ 𝑔𝑔(𝑠𝑠)𝑑𝑑𝑠𝑠𝑏𝑏
𝑎𝑎 . 
ii. If 𝕋𝕋 = ℤ, then 𝜎𝜎(𝑠𝑠) = 𝑠𝑠 + 1, 𝜇𝜇(𝑠𝑠) = 1, 𝑔𝑔∆(𝑠𝑠) = ∆𝑔𝑔(𝑠𝑠), ∫ 𝑔𝑔(𝑠𝑠)∆𝑠𝑠𝑏𝑏

𝑎𝑎 =
∑ 𝑔𝑔(𝑠𝑠).𝑏𝑏−1
𝑠𝑠=𝑎𝑎  

iii. If 𝕋𝕋 = 𝜆𝜆ℤ, 𝜆𝜆 > 0, then 𝜎𝜎(𝑠𝑠) = 𝑠𝑠 + 𝜆𝜆, 𝜇𝜇(𝑠𝑠) = 𝜆𝜆, 𝜃𝜃∆(𝑠𝑠) = ∆𝜆𝜆𝜃𝜃(𝑠𝑠) =
𝜃𝜃(𝑠𝑠+𝜆𝜆)−𝜃𝜃(𝑠𝑠)

(𝑝𝑝−1)𝑠𝑠 , 

               and ∫ 𝑔𝑔(𝑠𝑠)∆𝑠𝑠𝑏𝑏
𝑎𝑎 = ∑ 𝑔𝑔(𝑎𝑎 + 𝑘𝑘𝜆𝜆)𝜆𝜆

𝑏𝑏−𝑎𝑎
𝜆𝜆 −1

𝑘𝑘=0 . 
iv. If 𝕋𝕋 = {𝑠𝑠: 𝑠𝑠 = 𝑝𝑝𝑘𝑘, 𝑘𝑘 ∈ ℕ0, 𝑝𝑝 > 1}, then 𝜎𝜎(𝑠𝑠) = 𝑝𝑝𝑠𝑠, 𝜇𝜇(𝑠𝑠) = (𝑝𝑝 − 1)𝑠𝑠, 

Θ∆(𝑠𝑠) = ΔΘ(𝑠𝑠) = Θ(𝑝𝑝𝑠𝑠)−Θ(𝑠𝑠)
(𝑝𝑝−1)𝑠𝑠 , 

               and ∫ 𝑔𝑔(𝑠𝑠)∆𝑠𝑠𝑏𝑏
𝑠𝑠0 = ∑ 𝑔𝑔(𝑝𝑝𝑘𝑘)∞

𝑘𝑘=𝑛𝑛0 𝜇𝜇(𝑝𝑝𝑘𝑘), where 𝑠𝑠0 = 𝑝𝑝𝑛𝑛0. 

v. If 𝕋𝕋 = ℕ0
2 = {𝑛𝑛2: 𝑛𝑛 ∈ ℕ0}, then 𝜎𝜎(𝑠𝑠) = (√𝑠𝑠 + 1)2,  𝜇𝜇(𝑠𝑠) = 1 + 2√𝑠𝑠, 

∆ℕ𝜃𝜃(𝑠𝑠) =
𝜃𝜃(𝜎𝜎(𝑠𝑠))−𝜃𝜃(𝑠𝑠)

1+2√𝑠𝑠 . 

 
Definition 2.5 [14]If 𝐿𝐿∆(𝑠𝑠) = 𝑙𝑙(𝑠𝑠), then delta integral of 𝑙𝑙 is defined by 

∫ 𝑙𝑙(𝑡𝑡)∆𝑡𝑡
𝑠𝑠

𝑎𝑎
= 𝐿𝐿(𝑠𝑠) − 𝐿𝐿(𝑎𝑎). 

In [5], if 𝑙𝑙 ∈ 𝐶𝐶𝑟𝑟𝑟𝑟(𝕋𝕋) (𝐶𝐶𝑟𝑟𝑟𝑟(𝕋𝕋) is set of all 𝑟𝑟𝑑𝑑 −continuous functions), then 
delta (Hilger) integral 𝐿𝐿(𝑠𝑠) = ∫ 𝑙𝑙(𝑡𝑡)∆𝑡𝑡𝑠𝑠

𝑠𝑠0  exists, 𝑠𝑠0 ∈ 𝕋𝕋 and satisfies 𝐿𝐿∆(𝑠𝑠) =
𝑙𝑙(𝑠𝑠), 𝑠𝑠 ∈ 𝕋𝕋. We will use the following notations product 𝑙𝑙𝑙𝑙 and quotient 𝑙𝑙/𝑙𝑙 
rules for delta derivative ( 𝑙𝑙𝑙𝑙𝜎𝜎 ≠ 0, 𝑙𝑙𝜎𝜎 = 𝑙𝑙 ∘ 𝜎𝜎), 

 

{
(𝑙𝑙𝑙𝑙)∆ = 𝑙𝑙∆𝑙𝑙 + 𝑙𝑙𝜎𝜎𝑙𝑙∆ = 𝑙𝑙𝑙𝑙∆ + 𝑙𝑙∆𝑙𝑙𝜎𝜎,

( 𝑙𝑙𝑙𝑙)
∆
= 𝑙𝑙∆𝑙𝑙 − 𝑙𝑙𝑙𝑙∆

𝑙𝑙𝑙𝑙𝜎𝜎
(2.1) 

 
Definition 2.6 [5] A function 𝜋𝜋:𝕋𝕋 → ℝis regressive provided 1 +

𝜇𝜇(𝑠𝑠)𝜋𝜋(𝑠𝑠) ≠ 0, 𝑠𝑠 ∈ 𝕋𝕋. The Keller’s chain rule [5, Theorem 1.90] defined by 
 

(Θ𝛿𝛿(𝑠𝑠))∆ = 𝛿𝛿∫[𝑔𝑔Θ𝛿𝛿 + (1 − 𝑔𝑔)Θ]𝛿𝛿−1𝑑𝑑𝑔𝑔Θ∆(𝑠𝑠)
1

0
.(2.2) 

Using 𝑙𝑙𝜎𝜎(𝑠𝑠) = 𝑙𝑙(𝑠𝑠) + 𝜇𝜇(𝑠𝑠)𝑙𝑙∆(𝑠𝑠), we obtain 
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(Θ𝛿𝛿(𝑠𝑠))∆ = 𝛿𝛿∫[Θ + g𝜇𝜇(𝑠𝑠)Θ∆(𝑠𝑠)]𝛿𝛿−1𝑑𝑑𝑑𝑑Θ∆(𝑠𝑠)
1

0
.(2.3) 

The integration is given by 
 

∫𝑓𝑓(𝑠𝑠)
𝑏𝑏

𝑎𝑎
𝑑𝑑∆(𝑠𝑠)∆𝑠𝑠 = [𝑓𝑓(𝑠𝑠)𝑑𝑑(𝑠𝑠)]𝑎𝑎𝑏𝑏 − ∫𝑓𝑓∆(𝑠𝑠)𝑑𝑑𝜎𝜎(𝑠𝑠)∆𝑠𝑠

𝑏𝑏

𝑎𝑎
,(2.4) 

 
In [11], the inverse Hölder inequality to help us with our results is defined as 

follows. Let 𝑎𝑎, 𝑏𝑏 ∈ 𝕋𝕋 and 𝑓𝑓, 𝑑𝑑 ∈ 𝐶𝐶𝑟𝑟𝑟𝑟(𝕋𝕋,ℝ), we have  
 

[∫|𝑓𝑓(𝑠𝑠)|𝑞𝑞
𝑏𝑏

𝑎𝑎
∆𝑠𝑠]

1
𝑞𝑞

[∫|𝑑𝑑(𝑠𝑠)|𝑝𝑝
𝑏𝑏

𝑎𝑎
∆𝑠𝑠]

1
𝑝𝑝

≤ 𝐶𝐶𝑝𝑝 ∫𝑓𝑓(𝑠𝑠)𝑑𝑑(𝑠𝑠)∆𝑠𝑠
𝑏𝑏

𝑎𝑎
,(2.5) 

 
where  𝑝𝑝 > 1 and1

𝑝𝑝+
1
𝑞𝑞=1.  

 
Definition 2.7 [3] Let be Ω ⊂ ℝ𝑛𝑛 (Ω is open set) and 0 < 𝑎𝑎 < 𝑛𝑛. 𝑀𝑀𝑎𝑎𝑓𝑓 is 

defined by 

𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠) = sup
𝐵𝐵∋𝑠𝑠

1
|𝐵𝐵|1−

𝑎𝑎
𝑛𝑛

∫ 𝑓𝑓(𝑦𝑦)𝑑𝑑𝑦𝑦
𝐵𝐵∩Ω

. 

 
Definition 2.8 [4, Lemma 2; 7] If 𝑓𝑓 ∈ 𝐶𝐶𝑟𝑟𝑟𝑟(𝕋𝕋,ℝ), then  
 

∫ 𝑓𝑓(𝑦𝑦)∆𝑦𝑦
𝜎𝜎(𝑠𝑠)

𝑠𝑠
= 𝜇𝜇(𝑠𝑠)𝑓𝑓(𝑠𝑠), 

and fractional maximal type ∆ − integral is defined by 
 

𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠) = sup
𝐵𝐵∋𝑠𝑠

1
|𝐵𝐵|1−

𝑎𝑎
𝑛𝑛
∫𝑓𝑓(𝑦𝑦)∆𝑦𝑦
𝑠𝑠

𝑎𝑎
, 

 
where 𝑓𝑓,𝑀𝑀𝑎𝑎𝑓𝑓 ∈ 𝐿𝐿1([𝑎𝑎, 𝑠𝑠] ∩ 𝕋𝕋) and 𝐿𝐿 is Lebesgue ∆ − integrable functions 

set on [𝑎𝑎, 𝑠𝑠] ∩ 𝕋𝕋 for 𝑠𝑠 ∈ [𝑎𝑎, 𝑠𝑠] ∩ 𝕋𝕋. 
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1

0
.(2.3) 

The integration is given by 
 

∫𝑓𝑓(𝑠𝑠)
𝑏𝑏

𝑎𝑎
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𝑏𝑏

𝑎𝑎
,(2.4) 

 
In [11], the inverse Hölder inequality to help us with our results is defined as 

follows. Let 𝑎𝑎, 𝑏𝑏 ∈ 𝕋𝕋 and 𝑓𝑓, 𝑑𝑑 ∈ 𝐶𝐶𝑟𝑟𝑟𝑟(𝕋𝕋,ℝ), we have  
 

[∫|𝑓𝑓(𝑠𝑠)|𝑞𝑞
𝑏𝑏

𝑎𝑎
∆𝑠𝑠]

1
𝑞𝑞

[∫|𝑑𝑑(𝑠𝑠)|𝑝𝑝
𝑏𝑏

𝑎𝑎
∆𝑠𝑠]

1
𝑝𝑝

≤ 𝐶𝐶𝑝𝑝 ∫𝑓𝑓(𝑠𝑠)𝑑𝑑(𝑠𝑠)∆𝑠𝑠
𝑏𝑏

𝑎𝑎
,(2.5) 

 
where  𝑝𝑝 > 1 and1

𝑝𝑝+
1
𝑞𝑞=1.  

 
Definition 2.7 [3] Let be Ω ⊂ ℝ𝑛𝑛 (Ω is open set) and 0 < 𝑎𝑎 < 𝑛𝑛. 𝑀𝑀𝑎𝑎𝑓𝑓 is 

defined by 

𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠) = sup
𝐵𝐵∋𝑠𝑠

1
|𝐵𝐵|1−

𝑎𝑎
𝑛𝑛

∫ 𝑓𝑓(𝑦𝑦)𝑑𝑑𝑦𝑦
𝐵𝐵∩Ω

. 

 
Definition 2.8 [4, Lemma 2; 7] If 𝑓𝑓 ∈ 𝐶𝐶𝑟𝑟𝑟𝑟(𝕋𝕋,ℝ), then  
 

∫ 𝑓𝑓(𝑦𝑦)∆𝑦𝑦
𝜎𝜎(𝑠𝑠)

𝑠𝑠
= 𝜇𝜇(𝑠𝑠)𝑓𝑓(𝑠𝑠), 

and fractional maximal type ∆ − integral is defined by 
 

𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠) = sup
𝐵𝐵∋𝑠𝑠

1
|𝐵𝐵|1−

𝑎𝑎
𝑛𝑛
∫𝑓𝑓(𝑦𝑦)∆𝑦𝑦
𝑠𝑠

𝑎𝑎
, 

 
where 𝑓𝑓,𝑀𝑀𝑎𝑎𝑓𝑓 ∈ 𝐿𝐿1([𝑎𝑎, 𝑠𝑠] ∩ 𝕋𝕋) and 𝐿𝐿 is Lebesgue ∆ − integrable functions 

set on [𝑎𝑎, 𝑠𝑠] ∩ 𝕋𝕋 for 𝑠𝑠 ∈ [𝑎𝑎, 𝑠𝑠] ∩ 𝕋𝕋. 
 

 

 

3. Main Results 
In this study, we will accept the functions in the theorems as non-negative 

and assume that they have integrals. 
Theorem 3.1 Let 𝕋𝕋 be a time scale with𝑞𝑞 < 𝑝𝑝 < 0 and 𝑎𝑎 ∈ (0, 𝑛𝑛) ∩ 𝕋𝕋 such 

that 𝑝𝑝𝑞𝑞 ≥ 2 and 𝛿𝛿 > 1. Suppose that 𝑓𝑓 is a non-negative function and delta 

integral ∫ (𝜎𝜎(𝑠𝑠))
𝑝𝑝−𝑞𝑞𝑞𝑞
𝑞𝑞 𝑓𝑓

𝑝𝑝
𝑞𝑞(𝑠𝑠)∆𝑠𝑠𝑛𝑛

𝑎𝑎  exists. If 
 

𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠) = sup
𝐵𝐵∋𝑠𝑠

1
|𝐵𝐵|1−

𝑎𝑎
𝑛𝑛
∫𝑓𝑓(𝑦𝑦)∆𝑦𝑦
𝑠𝑠

𝑎𝑎
,(3.1) 

 
where 𝑠𝑠 ∈ [𝑎𝑎, 𝑛𝑛] ∩ 𝕋𝕋, then  
 

∫ 𝑓𝑓
𝑝𝑝
𝑞𝑞(𝑠𝑠)

(𝜎𝜎(𝑠𝑠))𝛿𝛿−
𝑝𝑝
𝑞𝑞
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≤ 𝐶𝐶𝑝𝑝 (

𝑞𝑞(1 − 𝛿𝛿)
𝑝𝑝 )

𝑝𝑝
𝑞𝑞
∫ (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝
𝑞𝑞(𝑠𝑠)

(𝜎𝜎(𝑠𝑠))𝛿𝛿
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
.(3.2) 

 
Proof If we integrate the left-hand side of (3.2) by (2.4) with 𝑦𝑦∆(𝑠𝑠)𝜎𝜎𝛿𝛿(𝑠𝑠) =

1 and 𝑥𝑥(𝑠𝑠) = (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))
𝑝𝑝
𝑞𝑞, we obtain 

 

∫ (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))
𝑝𝑝
𝑞𝑞

(𝜎𝜎(𝑠𝑠))𝛿𝛿
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
= 𝑦𝑦(𝑠𝑠)(𝑀𝑀𝑎𝑎𝑓𝑓)

𝑝𝑝
𝑞𝑞(𝑠𝑠)𝐼𝐼𝑎𝑎𝑛𝑛 + ∫ 𝑦𝑦𝜎𝜎(𝑠𝑠) (−(𝑀𝑀𝑎𝑎𝑓𝑓)

𝑝𝑝
𝑞𝑞(𝑠𝑠))

∆𝑛𝑛

𝑎𝑎
∆𝑠𝑠, (3.3) 

 

where 𝑦𝑦(𝑠𝑠) = ∫ (𝜎𝜎(𝑡𝑡))−𝛿𝛿∆𝑡𝑡𝑠𝑠
𝑎𝑎 . Using (2.2) and 𝜎𝜎(𝑡𝑡) ≤ 𝑡𝑡, we obtain 

(𝑡𝑡1−𝛿𝛿)∆ = (1 − 𝛿𝛿)∫[𝑔𝑔𝜎𝜎(𝑡𝑡) + (1 − 𝑔𝑔)𝑡𝑡]−𝛿𝛿𝑑𝑑𝑔𝑔
1

0
 

 

≤ (1 − 𝛿𝛿)∫[𝑔𝑔𝜎𝜎(𝑡𝑡) + (1 − 𝑔𝑔)𝜎𝜎(𝑡𝑡)]−𝛿𝛿𝑑𝑑𝑔𝑔
1

0
= 1 − 𝛿𝛿
𝜎𝜎𝛿𝛿(𝑡𝑡). 
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Hence 
 

𝑦𝑦𝜎𝜎(𝑠𝑠) = ∫ [𝜎𝜎(𝑡𝑡)]−𝛿𝛿∆𝑡𝑡
𝜎𝜎(𝑠𝑠)

𝑎𝑎
≥ 1
1 − 𝛿𝛿 ∫ (𝑡𝑡1−𝛿𝛿)∆∆𝑡𝑡

𝜎𝜎(𝑠𝑠)

𝑎𝑎
 

 

= 1
(1 − 𝛿𝛿)(𝜎𝜎(𝑠𝑠))𝛿𝛿−1

− 1
(1 − 𝛿𝛿)𝑎𝑎𝛿𝛿−1 ≥

(𝜎𝜎(𝑠𝑠))1−𝛿𝛿

1 − 𝛿𝛿 .(3.4) 

 
Combining (3.3), (3.4) and using 𝑦𝑦(𝑎𝑎) = 0, we have 
 

𝑞𝑞(1 − 𝛿𝛿)
𝑝𝑝 ∫ (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝
𝑞𝑞

(𝜎𝜎(𝑠𝑠))𝛿𝛿
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≥ ∫

𝑓𝑓(𝑠𝑠) (−(𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))
𝑝𝑝
𝑞𝑞)

∆

(𝜎𝜎(𝑠𝑠))𝛿𝛿−1
∆𝑠𝑠.

𝑛𝑛

𝑎𝑎
(3.5) 

 
Applying delta derivative (chain rule) 𝑓𝑓∆(𝑓𝑓(𝑠𝑠)) = 𝑓𝑓′(𝑓𝑓(𝑐𝑐))𝑓𝑓∆(𝑠𝑠), we obtain 
 

𝑞𝑞
𝑝𝑝 ((𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝
𝑞𝑞)

∆
= 𝑀𝑀𝑎𝑎𝑓𝑓

𝑝𝑝
𝑞𝑞−1(𝑐𝑐)(𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

∆,(3.6) 

 
where 𝑐𝑐 ∈ [𝑠𝑠, 𝜎𝜎(𝑠𝑠)]. Since (𝑀𝑀𝑎𝑎𝑓𝑓)∆(𝑠𝑠) + 𝑓𝑓(𝑠𝑠) ≤ 0 and 𝑐𝑐 ≤ 𝑠𝑠, we obtain 
 

−𝑞𝑞
𝑝𝑝 ((𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝
𝑞𝑞)

∆
≥ (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝−𝑞𝑞
𝑞𝑞 𝑓𝑓(𝑠𝑠).(3.7) 

 
Substituting (3.7) into (3.5), we obtain 
 

𝑞𝑞(1 − 𝛿𝛿)
𝑝𝑝 ∫ (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝
𝑞𝑞

(𝜎𝜎(𝑠𝑠))𝛿𝛿
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≥ ∫ (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝−𝑞𝑞
𝑞𝑞

(𝜎𝜎(𝑠𝑠))𝛿𝛿−1
𝑓𝑓(𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
, 

 
and 
 

𝑞𝑞(1 − 𝛿𝛿)
𝑝𝑝 ∫ (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝
𝑞𝑞

(𝜎𝜎(𝑠𝑠))𝛿𝛿
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≥ ∫

((𝜎𝜎(𝑠𝑠))𝛿𝛿)
𝑝𝑝−𝑞𝑞
𝑝𝑝 (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝−𝑞𝑞
𝑞𝑞

(𝜎𝜎(𝑠𝑠))𝛿𝛿−1 ((𝜎𝜎(𝑠𝑠))𝛿𝛿)
𝑝𝑝−𝑞𝑞
𝑝𝑝

𝑓𝑓(𝑠𝑠)∆𝑠𝑠
𝑛𝑛

𝑎𝑎
.(3.8) 
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Hence 
 

𝑦𝑦𝜎𝜎(𝑠𝑠) = ∫ [𝜎𝜎(𝑡𝑡)]−𝛿𝛿∆𝑡𝑡
𝜎𝜎(𝑠𝑠)

𝑎𝑎
≥ 1
1 − 𝛿𝛿 ∫ (𝑡𝑡1−𝛿𝛿)∆∆𝑡𝑡

𝜎𝜎(𝑠𝑠)

𝑎𝑎
 

 

= 1
(1 − 𝛿𝛿)(𝜎𝜎(𝑠𝑠))𝛿𝛿−1

− 1
(1 − 𝛿𝛿)𝑎𝑎𝛿𝛿−1 ≥

(𝜎𝜎(𝑠𝑠))1−𝛿𝛿

1 − 𝛿𝛿 .(3.4) 

 
Combining (3.3), (3.4) and using 𝑦𝑦(𝑎𝑎) = 0, we have 
 

𝑞𝑞(1 − 𝛿𝛿)
𝑝𝑝 ∫ (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝
𝑞𝑞

(𝜎𝜎(𝑠𝑠))𝛿𝛿
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≥ ∫

𝑓𝑓(𝑠𝑠) (−(𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))
𝑝𝑝
𝑞𝑞)

∆

(𝜎𝜎(𝑠𝑠))𝛿𝛿−1
∆𝑠𝑠.

𝑛𝑛

𝑎𝑎
(3.5) 

 
Applying delta derivative (chain rule) 𝑓𝑓∆(𝑓𝑓(𝑠𝑠)) = 𝑓𝑓′(𝑓𝑓(𝑐𝑐))𝑓𝑓∆(𝑠𝑠), we obtain 
 

𝑞𝑞
𝑝𝑝 ((𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝
𝑞𝑞)

∆
= 𝑀𝑀𝑎𝑎𝑓𝑓

𝑝𝑝
𝑞𝑞−1(𝑐𝑐)(𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

∆,(3.6) 

 
where 𝑐𝑐 ∈ [𝑠𝑠, 𝜎𝜎(𝑠𝑠)]. Since (𝑀𝑀𝑎𝑎𝑓𝑓)∆(𝑠𝑠) + 𝑓𝑓(𝑠𝑠) ≤ 0 and 𝑐𝑐 ≤ 𝑠𝑠, we obtain 
 

−𝑞𝑞
𝑝𝑝 ((𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝
𝑞𝑞)

∆
≥ (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝−𝑞𝑞
𝑞𝑞 𝑓𝑓(𝑠𝑠).(3.7) 

 
Substituting (3.7) into (3.5), we obtain 
 

𝑞𝑞(1 − 𝛿𝛿)
𝑝𝑝 ∫ (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝
𝑞𝑞

(𝜎𝜎(𝑠𝑠))𝛿𝛿
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≥ ∫ (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝−𝑞𝑞
𝑞𝑞

(𝜎𝜎(𝑠𝑠))𝛿𝛿−1
𝑓𝑓(𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
, 

 
and 
 

𝑞𝑞(1 − 𝛿𝛿)
𝑝𝑝 ∫ (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝
𝑞𝑞

(𝜎𝜎(𝑠𝑠))𝛿𝛿
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≥ ∫

((𝜎𝜎(𝑠𝑠))𝛿𝛿)
𝑝𝑝−𝑞𝑞
𝑝𝑝 (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝−𝑞𝑞
𝑞𝑞

(𝜎𝜎(𝑠𝑠))𝛿𝛿−1 ((𝜎𝜎(𝑠𝑠))𝛿𝛿)
𝑝𝑝−𝑞𝑞
𝑝𝑝

𝑓𝑓(𝑠𝑠)∆𝑠𝑠
𝑛𝑛

𝑎𝑎
.(3.8) 

 

 

 

If we use the inverse Hölder inequality (2.5) to the right side of inequality 
(3.8), then we obtain 

 

𝐶𝐶𝑝𝑝 ∫ [
((𝜎𝜎(𝑠𝑠))𝛿𝛿)

𝑝𝑝−𝑞𝑞
𝑝𝑝 𝑓𝑓(𝑠𝑠)

(𝜎𝜎(𝑠𝑠))𝛿𝛿−1 ] ((𝜎𝜎(𝑠𝑠))𝛿𝛿)
𝑞𝑞−𝑝𝑝
𝑝𝑝 (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝−𝑞𝑞
𝑞𝑞 ∆𝑠𝑠

𝑛𝑛

𝑎𝑎
 

 

≥

[
 
 
 
 
∫ [

((𝜎𝜎(𝑠𝑠))𝛿𝛿)
𝑝𝑝−𝑞𝑞
𝑝𝑝 𝑓𝑓(𝑠𝑠)

(𝜎𝜎(𝑠𝑠))𝛿𝛿−1 ]

𝑝𝑝
𝑞𝑞

∆𝑠𝑠
𝑛𝑛

𝑎𝑎
]
 
 
 
 
𝑞𝑞
𝑝𝑝

[∫ (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))
𝑝𝑝
𝑞𝑞

(𝜎𝜎(𝑠𝑠))𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
]
1−𝑞𝑞

𝑝𝑝

.(3.9) 

 
Substituting (3.9) into (3.8), we obtain 
 

∫ 𝑓𝑓
𝑝𝑝
𝑞𝑞(𝑠𝑠)

(𝜎𝜎(𝑠𝑠))𝛿𝛿−𝑝𝑝
𝑞𝑞
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≤ 𝐶𝐶𝑝𝑝 (𝑞𝑞(1 − 𝛿𝛿)

𝑝𝑝 )
𝑝𝑝
𝑞𝑞
∫ (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝
𝑞𝑞

(𝜎𝜎(𝑠𝑠))𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
.(3.10) 

 
Thus, proof of inequality (3.2) is completed. If we take 𝛿𝛿 < 1, 𝑎𝑎 = 0 and 

𝑝𝑝
𝑞𝑞 > 1, then Theorem 3.1 reduces to Hardy-Littlewood inequality. 

 
Remark 3.2 If we use (𝑀𝑀𝑎𝑎𝑓𝑓)∆(𝑠𝑠) ≥ 0, we have 
 

∫ (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))
𝜎𝜎𝑝𝑝
𝑞𝑞

(𝜎𝜎(𝑠𝑠))𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
≥ ∫ (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝
𝑞𝑞

(𝜎𝜎(𝑠𝑠))𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
, 

 
and  
 

(𝑞𝑞(1 − 𝛿𝛿)
𝑝𝑝 )

𝑝𝑝
𝑞𝑞
∫ 𝑓𝑓

𝑝𝑝
𝑞𝑞(𝑠𝑠)

(𝜎𝜎(𝑠𝑠))𝛿𝛿−𝑝𝑝
𝑞𝑞
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≤ ∫ (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝜎𝜎𝑝𝑝
𝑞𝑞

(𝜎𝜎(𝑠𝑠))𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
. 

 
In the further stages of the study, we will suppose that there exists constants 

𝐿𝐿 > 0, 𝑡𝑡 ≥ 𝑎𝑎 with 
𝑡𝑡

𝜎𝜎(𝑡𝑡) ≥ 1
𝐿𝐿.(3.11) 
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Theorem 3.3 Let 𝕋𝕋 be a time scales with𝑞𝑞 < 𝑝𝑝 < 0 and 𝑎𝑎 ∈ (0, 𝑛𝑛) ∩ 𝕋𝕋 such 

that 𝑝𝑝𝑞𝑞 ≥ 2 and 𝛿𝛿 < 1. Suppose that 𝑓𝑓 is a non-negative function and Hilger 

(delta) integral ∫ (𝜎𝜎(𝑠𝑠))
𝑝𝑝−𝑞𝑞𝑞𝑞
𝑞𝑞 𝑓𝑓

𝑝𝑝
𝑞𝑞(𝑠𝑠)∆𝑠𝑠𝑛𝑛

𝑎𝑎  exists. If 
 

𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠) = sup
𝐵𝐵∋𝑠𝑠

1
|𝐵𝐵|1−

𝑎𝑎
𝑛𝑛
∫𝑓𝑓(𝑦𝑦)∆𝑦𝑦
𝑠𝑠

𝑎𝑎
,(3.12) 

 
where 𝑠𝑠 ∈ [𝑎𝑎, 𝑛𝑛] ∩ 𝕋𝕋, then  
 

∫𝑓𝑓
𝑝𝑝
𝑞𝑞(𝑠𝑠)

𝑠𝑠𝛿𝛿−
𝑝𝑝
𝑞𝑞
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≤ 𝐶𝐶𝑝𝑝 (

𝑞𝑞(𝛿𝛿 − 1)
𝑝𝑝𝐿𝐿𝛿𝛿 )

𝑝𝑝
𝑞𝑞
∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝑞𝑞𝑝𝑝
𝑞𝑞 (𝑠𝑠)

𝑠𝑠𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
.(3.13) 

 
Proof If we integrate the left-hand side of (3.13) by (2.4) with 𝑥𝑥∆(𝑠𝑠)𝑠𝑠𝛿𝛿 = 1 

and 𝑦𝑦𝜎𝜎(𝑠𝑠) = (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))
𝜎𝜎𝑝𝑝
𝑞𝑞 , then we obtain 

 

∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝑞𝑞𝑝𝑝
𝑞𝑞 (𝑠𝑠)

𝑠𝑠𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
= 𝑥𝑥(𝑠𝑠)(𝑀𝑀𝑎𝑎𝑓𝑓)

𝑝𝑝
𝑞𝑞(𝑠𝑠)𝐼𝐼𝑎𝑎𝑛𝑛 

 

+∫(−𝑥𝑥(𝑠𝑠)) ((𝑀𝑀𝑎𝑎𝑓𝑓)
𝑝𝑝
𝑞𝑞(𝑠𝑠))

∆
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
,(3.14) 

 
where 

𝑥𝑥(𝑠𝑠) = −∫ 𝑡𝑡−𝛿𝛿∆𝑡𝑡
𝑠𝑠

𝑎𝑎
.(3.15) 

 
If we apply the chain rule (2.3), then we obtain 
 

(−𝑡𝑡1−𝛿𝛿)∆ = (𝛿𝛿 − 1)∫[𝑔𝑔𝜎𝜎(𝑡𝑡) + (1 − 𝑔𝑔)𝑡𝑡]−𝛿𝛿𝑑𝑑𝑔𝑔
1

0
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Theorem 3.3 Let 𝕋𝕋 be a time scales with𝑞𝑞 < 𝑝𝑝 < 0 and 𝑎𝑎 ∈ (0, 𝑛𝑛) ∩ 𝕋𝕋 such 

that 𝑝𝑝𝑞𝑞 ≥ 2 and 𝛿𝛿 < 1. Suppose that 𝑓𝑓 is a non-negative function and Hilger 

(delta) integral ∫ (𝜎𝜎(𝑠𝑠))
𝑝𝑝−𝑞𝑞𝑞𝑞
𝑞𝑞 𝑓𝑓

𝑝𝑝
𝑞𝑞(𝑠𝑠)∆𝑠𝑠𝑛𝑛

𝑎𝑎  exists. If 
 

𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠) = sup
𝐵𝐵∋𝑠𝑠

1
|𝐵𝐵|1−

𝑎𝑎
𝑛𝑛
∫𝑓𝑓(𝑦𝑦)∆𝑦𝑦
𝑠𝑠

𝑎𝑎
,(3.12) 

 
where 𝑠𝑠 ∈ [𝑎𝑎, 𝑛𝑛] ∩ 𝕋𝕋, then  
 

∫𝑓𝑓
𝑝𝑝
𝑞𝑞(𝑠𝑠)

𝑠𝑠𝛿𝛿−
𝑝𝑝
𝑞𝑞
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≤ 𝐶𝐶𝑝𝑝 (

𝑞𝑞(𝛿𝛿 − 1)
𝑝𝑝𝐿𝐿𝛿𝛿 )

𝑝𝑝
𝑞𝑞
∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝑞𝑞𝑝𝑝
𝑞𝑞 (𝑠𝑠)

𝑠𝑠𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
.(3.13) 

 
Proof If we integrate the left-hand side of (3.13) by (2.4) with 𝑥𝑥∆(𝑠𝑠)𝑠𝑠𝛿𝛿 = 1 

and 𝑦𝑦𝜎𝜎(𝑠𝑠) = (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))
𝜎𝜎𝑝𝑝
𝑞𝑞 , then we obtain 

 

∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝑞𝑞𝑝𝑝
𝑞𝑞 (𝑠𝑠)

𝑠𝑠𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
= 𝑥𝑥(𝑠𝑠)(𝑀𝑀𝑎𝑎𝑓𝑓)

𝑝𝑝
𝑞𝑞(𝑠𝑠)𝐼𝐼𝑎𝑎𝑛𝑛 

 

+∫(−𝑥𝑥(𝑠𝑠)) ((𝑀𝑀𝑎𝑎𝑓𝑓)
𝑝𝑝
𝑞𝑞(𝑠𝑠))

∆
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
,(3.14) 

 
where 

𝑥𝑥(𝑠𝑠) = −∫ 𝑡𝑡−𝛿𝛿∆𝑡𝑡
𝑠𝑠

𝑎𝑎
.(3.15) 

 
If we apply the chain rule (2.3), then we obtain 
 

(−𝑡𝑡1−𝛿𝛿)∆ = (𝛿𝛿 − 1)∫[𝑔𝑔𝜎𝜎(𝑡𝑡) + (1 − 𝑔𝑔)𝑡𝑡]−𝛿𝛿𝑑𝑑𝑔𝑔
1

0
 

 

 

 

≤ (𝛿𝛿 − 1)∫[𝑔𝑔𝑔𝑔(𝑡𝑡) + (1 − 𝑔𝑔)𝑔𝑔(𝑡𝑡)]−𝛿𝛿𝑑𝑑𝑔𝑔
1

0
= ∫ 𝛿𝛿 − 1

𝑔𝑔𝛿𝛿(𝑡𝑡) 𝑑𝑑𝑔𝑔
1

0
= 𝛿𝛿 − 1
𝑔𝑔𝛿𝛿(𝑡𝑡).(3.16) 

 

From (3.11) and (3.16), we see that (𝐿𝐿𝑡𝑡)𝛿𝛿(−𝑡𝑡1−𝛿𝛿)∆ ≤ 𝛿𝛿 − 1. Then 
 

(𝛿𝛿 − 1)∫ 𝑡𝑡−𝛿𝛿∆𝑡𝑡
0

𝑠𝑠
≤ 𝐿𝐿𝛿𝛿 ∫(−𝑡𝑡1−𝛿𝛿)∆∆𝑡𝑡

0

𝑠𝑠
= −𝐿𝐿𝛿𝛿(𝑡𝑡1−𝛿𝛿)𝐼𝐼𝑠𝑠0 = 𝐿𝐿𝛿𝛿𝑠𝑠1−𝛿𝛿.(3.17) 

 
Hence 

(𝛿𝛿 − 1)𝑥𝑥(𝑠𝑠) = (𝛿𝛿 − 1)∫−𝑡𝑡𝛿𝛿∆𝑡𝑡
𝑛𝑛

𝑠𝑠
≥ 𝐿𝐿𝛿𝛿𝑠𝑠1−𝛿𝛿.(3.18) 

 
From (3.12), (3.14), (3.15) and (3.18), we obtain  
 

∫𝑓𝑓(𝑠𝑠)𝑠𝑠1−𝛿𝛿 ((𝑀𝑀𝑎𝑎𝑓𝑓)
𝑝𝑝
𝑞𝑞(𝑠𝑠))

∆
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≤ 𝑞𝑞(𝛿𝛿 − 1)

𝑝𝑝𝐿𝐿𝛿𝛿 ∫ 𝑠𝑠−𝛿𝛿(𝑀𝑀𝑎𝑎𝑓𝑓)
𝑝𝑝𝑝𝑝
𝑞𝑞 (𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
.(3.19) 

 
Using the chain rule (See [5])  
 

𝑓𝑓∆𝑓𝑓(𝑠𝑠) = 𝑓𝑓′(𝑓𝑓(𝑐𝑐))𝑓𝑓∆(𝑠𝑠), 
 
where 𝑐𝑐 ∈ [𝑠𝑠, 𝑔𝑔(𝑠𝑠)] such that 
 

𝑝𝑝(𝑀𝑀𝑎𝑎𝑓𝑓)
𝑝𝑝−𝑞𝑞
𝑞𝑞 (𝑐𝑐)(𝑀𝑀𝑎𝑎𝑓𝑓)∆(𝑠𝑠) = 𝑞𝑞 ((𝑀𝑀𝑎𝑎𝑓𝑓)

𝑝𝑝
𝑞𝑞(𝑠𝑠))

∆
.(3.20) 

 
Since (𝑀𝑀𝑎𝑎𝑓𝑓)∆(𝑠𝑠) ≥ 0 and 𝑔𝑔(𝑠𝑠) ≥ 𝑐𝑐, we obtain 
 

𝑞𝑞 ((𝑀𝑀𝑎𝑎𝑓𝑓)
𝑝𝑝
𝑞𝑞(𝑠𝑠))

∆
≥ 𝑝𝑝(𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝑝𝑝(𝑝𝑝−𝑞𝑞)
𝑞𝑞 𝑓𝑓(𝑠𝑠).(3.21) 

 
Substituting (3.21) into (3.19), we have 
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∫ 𝑓𝑓(𝑠𝑠)𝑠𝑠1−𝛿𝛿 ((𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))
𝜎𝜎(𝑝𝑝−𝑞𝑞)

𝑞𝑞 )
∆
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≤ 𝑞𝑞(𝛿𝛿 − 1)

𝑝𝑝𝐿𝐿𝛿𝛿 ∫ 𝑠𝑠−𝛿𝛿(𝑀𝑀𝑎𝑎𝑓𝑓)
𝑝𝑝𝜎𝜎
𝑞𝑞 (𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
. 

 
Hence, we obtain 
 

∫ 𝑠𝑠−𝛿𝛿(𝑀𝑀𝑎𝑎𝑓𝑓)
𝑝𝑝𝜎𝜎
𝑞𝑞 (𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
 

 

≥ 𝑞𝑞(𝛿𝛿 − 1)
𝑝𝑝𝐿𝐿𝛿𝛿 ∫ [𝑓𝑓

(𝑠𝑠)𝑠𝑠
𝛿𝛿(𝑝𝑝−𝑞𝑞)

𝑝𝑝

𝑠𝑠𝛿𝛿−1 ] [(𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))
𝜎𝜎(𝑝𝑝−𝑞𝑞)

𝑞𝑞

𝑠𝑠
𝛿𝛿(𝑝𝑝−𝑞𝑞)

𝑝𝑝
] ∆𝑠𝑠

𝑛𝑛

𝑎𝑎
.(3.22) 

 
If we use the inverse Hölder inequality (2.5), then we have 
 

𝐶𝐶𝑝𝑝 ∫ [𝑓𝑓
(𝑠𝑠)𝑠𝑠

𝛿𝛿(𝑝𝑝−𝑞𝑞)
𝑝𝑝

𝑠𝑠𝛿𝛿−1 ] [(𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))
𝜎𝜎(𝑝𝑝−𝑞𝑞)

𝑞𝑞

𝑠𝑠
𝛿𝛿(𝑝𝑝−𝑞𝑞)

𝑝𝑝
] ∆𝑠𝑠

𝑛𝑛

𝑎𝑎
 

 

≥

[
 
 
 
∫ [𝑓𝑓

(𝑠𝑠)𝑠𝑠
𝛿𝛿(𝑝𝑝−𝑞𝑞)

𝑝𝑝

𝑠𝑠𝛿𝛿−1 ]

𝑝𝑝
𝑞𝑞

∆𝑠𝑠
𝑛𝑛

𝑎𝑎 ]
 
 
 
𝑞𝑞
𝑝𝑝

[∫ 𝑠𝑠−𝛿𝛿(𝑀𝑀𝑎𝑎𝑓𝑓)
𝑝𝑝𝜎𝜎
𝑞𝑞 (𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
]

𝑝𝑝−𝑞𝑞
𝑝𝑝

.(3.23) 

 
Substituting (3.23) into (3.22), we obtain 
 

[
 
 
 
∫ [𝑓𝑓

(𝑠𝑠)𝑠𝑠
𝛿𝛿(𝑝𝑝−𝑞𝑞)

𝑝𝑝

𝑠𝑠𝛿𝛿−1 ]

𝑝𝑝
𝑞𝑞

∆𝑠𝑠
𝑛𝑛

𝑎𝑎 ]
 
 
 
𝑞𝑞
𝑝𝑝

[∫ 𝑠𝑠−𝛿𝛿(𝑀𝑀𝑎𝑎𝑓𝑓)
𝑝𝑝𝜎𝜎
𝑞𝑞 (𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
]

𝑝𝑝−𝑞𝑞
𝑝𝑝

 

 

≤ 𝑞𝑞(𝛿𝛿 − 1)
𝑝𝑝𝐿𝐿𝛿𝛿 ∫ 𝑠𝑠−𝛿𝛿(𝑀𝑀𝑎𝑎𝑓𝑓)

𝑝𝑝𝜎𝜎
𝑞𝑞 (𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
. 
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∫ 𝑓𝑓(𝑠𝑠)𝑠𝑠1−𝛿𝛿 ((𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))
𝜎𝜎(𝑝𝑝−𝑞𝑞)

𝑞𝑞 )
∆
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≤ 𝑞𝑞(𝛿𝛿 − 1)

𝑝𝑝𝐿𝐿𝛿𝛿 ∫ 𝑠𝑠−𝛿𝛿(𝑀𝑀𝑎𝑎𝑓𝑓)
𝑝𝑝𝜎𝜎
𝑞𝑞 (𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
. 

 
Hence, we obtain 
 

∫ 𝑠𝑠−𝛿𝛿(𝑀𝑀𝑎𝑎𝑓𝑓)
𝑝𝑝𝜎𝜎
𝑞𝑞 (𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
 

 

≥ 𝑞𝑞(𝛿𝛿 − 1)
𝑝𝑝𝐿𝐿𝛿𝛿 ∫ [𝑓𝑓

(𝑠𝑠)𝑠𝑠
𝛿𝛿(𝑝𝑝−𝑞𝑞)

𝑝𝑝

𝑠𝑠𝛿𝛿−1 ] [(𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))
𝜎𝜎(𝑝𝑝−𝑞𝑞)

𝑞𝑞

𝑠𝑠
𝛿𝛿(𝑝𝑝−𝑞𝑞)

𝑝𝑝
] ∆𝑠𝑠

𝑛𝑛

𝑎𝑎
.(3.22) 

 
If we use the inverse Hölder inequality (2.5), then we have 
 

𝐶𝐶𝑝𝑝 ∫ [𝑓𝑓
(𝑠𝑠)𝑠𝑠

𝛿𝛿(𝑝𝑝−𝑞𝑞)
𝑝𝑝

𝑠𝑠𝛿𝛿−1 ] [(𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))
𝜎𝜎(𝑝𝑝−𝑞𝑞)

𝑞𝑞

𝑠𝑠
𝛿𝛿(𝑝𝑝−𝑞𝑞)

𝑝𝑝
] ∆𝑠𝑠

𝑛𝑛

𝑎𝑎
 

 

≥

[
 
 
 
∫ [𝑓𝑓

(𝑠𝑠)𝑠𝑠
𝛿𝛿(𝑝𝑝−𝑞𝑞)

𝑝𝑝

𝑠𝑠𝛿𝛿−1 ]

𝑝𝑝
𝑞𝑞

∆𝑠𝑠
𝑛𝑛

𝑎𝑎 ]
 
 
 
𝑞𝑞
𝑝𝑝

[∫ 𝑠𝑠−𝛿𝛿(𝑀𝑀𝑎𝑎𝑓𝑓)
𝑝𝑝𝜎𝜎
𝑞𝑞 (𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
]

𝑝𝑝−𝑞𝑞
𝑝𝑝

.(3.23) 

 
Substituting (3.23) into (3.22), we obtain 
 

[
 
 
 
∫ [𝑓𝑓

(𝑠𝑠)𝑠𝑠
𝛿𝛿(𝑝𝑝−𝑞𝑞)

𝑝𝑝

𝑠𝑠𝛿𝛿−1 ]

𝑝𝑝
𝑞𝑞

∆𝑠𝑠
𝑛𝑛

𝑎𝑎 ]
 
 
 
𝑞𝑞
𝑝𝑝

[∫ 𝑠𝑠−𝛿𝛿(𝑀𝑀𝑎𝑎𝑓𝑓)
𝑝𝑝𝜎𝜎
𝑞𝑞 (𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
]

𝑝𝑝−𝑞𝑞
𝑝𝑝

 

 

≤ 𝑞𝑞(𝛿𝛿 − 1)
𝑝𝑝𝐿𝐿𝛿𝛿 ∫ 𝑠𝑠−𝛿𝛿(𝑀𝑀𝑎𝑎𝑓𝑓)

𝑝𝑝𝜎𝜎
𝑞𝑞 (𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
. 

 
  

 

 

Herewith, we obtain the following inequalities 
 

∫𝑓𝑓
𝑝𝑝
𝑞𝑞(𝑠𝑠)

𝑠𝑠𝛿𝛿−
𝑝𝑝
𝑞𝑞
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≤ 𝐶𝐶𝑝𝑝 (

𝑞𝑞(𝛿𝛿 − 1)
𝑝𝑝𝐿𝐿𝛿𝛿 )

𝑝𝑝
𝑞𝑞
∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝛿𝛿𝑝𝑝
𝑞𝑞 (𝑠𝑠)

𝑠𝑠𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
. 

 
Thus, proof of inequality (3.13) is completed. 
 
If we take 𝛿𝛿 > 1, 𝑎𝑎 = 0 and 𝑝𝑝𝑞𝑞 > 1, then Theorem 3.3 reduces to Hardy-

Littlewood inequality. 
 
Remark 3.4 Let 𝜎𝜎(𝑠𝑠) ≥ 𝑠𝑠, inequality of (3.13). If we get 𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠) =

sup
𝐵𝐵∋𝑠𝑠

1
|𝐵𝐵|1−

𝑎𝑎
𝑛𝑛
∫ 𝑓𝑓(𝑦𝑦)∆𝑦𝑦𝑠𝑠
𝑎𝑎 , for 𝑠𝑠 ∈ (𝑎𝑎, 𝑛𝑛) ∩ 𝕋𝕋, then we have 

 

∫ 𝑠𝑠
𝑝𝑝
𝑞𝑞−𝛿𝛿((𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))∆)

𝑝𝑝
𝑞𝑞∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≤ (𝑞𝑞

(𝛿𝛿 − 1)
𝑝𝑝𝐿𝐿𝛿𝛿 )

𝑝𝑝
𝑞𝑞
∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝜎𝜎𝑝𝑝
𝑞𝑞 (𝑠𝑠)

𝜎𝜎𝛿𝛿(𝑠𝑠) ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
.(3.24) 

 
If we write 𝜎𝜎𝛿𝛿(𝑠𝑠) instead of 𝑠𝑠𝛿𝛿on the right side of inequality (3.13), it would 

be very easy for us to reach the following conclusion. 
 
Corollary 3.5 Let𝑎𝑎 ∈ (0, 𝑛𝑛) ∩ 𝕋𝕋, 𝑞𝑞 < 𝑝𝑝 < 0, 𝛿𝛿 < 1 and let 𝑝𝑝

𝑞𝑞 = 2𝑚𝑚 +
1,𝑚𝑚 ∈ ℤ. Suppose that 𝑓𝑓 is a non-negative function and Hilger (delta) integral 

 

∫𝜎𝜎
𝑝𝑝
𝑞𝑞−𝛿𝛿(𝑠𝑠) (𝜎𝜎

(𝑠𝑠)
𝑠𝑠 )

(𝛿𝛿−1)𝑝𝑝𝑞𝑞
𝑓𝑓
𝑝𝑝
𝑞𝑞(𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
, 

 
exists, then it would be very easy for us to reach the following conclusion 
 

∫ 𝑓𝑓
𝑝𝑝
𝑞𝑞(𝑠𝑠)

𝜎𝜎𝛿𝛿−𝑝𝑝
𝑞𝑞(𝑠𝑠)

(𝜎𝜎
(𝑠𝑠)
𝑠𝑠 )

(𝛿𝛿−1)𝑝𝑝𝑞𝑞
∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≤ (𝑞𝑞

(𝛿𝛿 − 1)
𝑝𝑝 )

𝑝𝑝
𝑞𝑞
∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝜎𝜎𝑝𝑝
𝑞𝑞 (𝑠𝑠)

𝜎𝜎𝛿𝛿(𝑠𝑠) ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
. 

 
We can now give the following two theorems, which are no more general 

than the theorems we proved above. 
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Theorem 3.6 Let 𝕋𝕋 be a time scales with𝑝𝑝𝑞𝑞 ≥ 2 and𝑎𝑎 ∈ (0, 𝑛𝑛) ∩ 𝕋𝕋 such that  

𝛿𝛿 < 1. Suppose that 𝑓𝑓 is a non-negative and Hilger (delta) integral 

∫ 𝑠𝑠
𝑝𝑝−𝑞𝑞𝑞𝑞
𝑞𝑞 𝑓𝑓

𝑝𝑝
𝑞𝑞(𝑠𝑠)∆𝑠𝑠𝑛𝑛

𝑎𝑎  exists. If 
 

𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠) = sup
𝐵𝐵∋𝑠𝑠

1
|𝐵𝐵|1−

𝑎𝑎
𝑛𝑛
∫𝑓𝑓(𝑦𝑦)∆𝑦𝑦
𝑠𝑠

𝑎𝑎
,(3.25) 

 
where 𝑠𝑠 ∈ [𝑎𝑎, 𝑛𝑛] ∩ 𝕋𝕋, then  
 

∫ 𝑠𝑠−𝛿𝛿+
𝑝𝑝
𝑞𝑞𝑓𝑓

𝑝𝑝
𝑞𝑞(𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≤ 𝐶𝐶𝑝𝑝 (

𝛿𝛿 − 1

2
𝑝𝑝
𝑞𝑞−1𝐿𝐿𝛿𝛿

)

𝑝𝑝
𝑞𝑞

∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝜎𝜎𝑝𝑝
𝑞𝑞 (𝑠𝑠)

𝑠𝑠𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
.(3.26) 

 
Proof If we follow a path like the proof of inequality (3.13), then we get 
 

∫
(𝑀𝑀𝑎𝑎𝑓𝑓)∆(𝑠𝑠)

𝑠𝑠𝛿𝛿−1 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
≤ 𝛿𝛿 − 1

𝐿𝐿𝛿𝛿 ∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝜎𝜎𝑝𝑝
𝑞𝑞 (𝑠𝑠)

𝑠𝑠𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
.(3.27) 

 
Applying the following inequality with chain rule (2.3) 
 

𝑎𝑎𝛾𝛾 + 𝑏𝑏𝛾𝛾 ≤ (𝑎𝑎 + 𝑏𝑏)𝛾𝛾 ≤ 2𝛾𝛾−1(𝑎𝑎𝛾𝛾 + 𝑏𝑏𝛾𝛾), 
 
If we take 𝑎𝑎, 𝑏𝑏 ≥ 0 and 𝛾𝛾 ≥ 1,  then we have 
 

((𝑀𝑀𝑎𝑎𝑓𝑓)
𝑝𝑝
𝑞𝑞(𝑠𝑠))

∆
≤ 2

𝑝𝑝−2𝑞𝑞
𝑝𝑝

𝑝𝑝
𝑞𝑞∫ [(𝑔𝑔𝑀𝑀𝑎𝑎

𝜎𝜎𝑓𝑓(𝑠𝑠))
𝑝𝑝−𝑞𝑞
𝑞𝑞

1

0

+ ((1 − 𝑔𝑔)𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))
𝑝𝑝−𝑞𝑞
𝑞𝑞 ] 𝑑𝑑𝑔𝑔(𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

∆ 

 

= 2
𝑝𝑝−2𝑞𝑞
𝑝𝑝 [(𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝜎𝜎(𝑝𝑝−𝑞𝑞)
𝑞𝑞 + (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

(𝑝𝑝−𝑞𝑞)
𝑞𝑞 ] (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

∆ 

 

≤ 2
𝑝𝑝−𝑞𝑞
𝑝𝑝 [(𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝜎𝜎(𝑝𝑝−𝑞𝑞)
𝑞𝑞 ] 𝑓𝑓(𝑠𝑠).(3.28) 

 



223

 

 

Theorem 3.6 Let 𝕋𝕋 be a time scales with𝑝𝑝𝑞𝑞 ≥ 2 and𝑎𝑎 ∈ (0, 𝑛𝑛) ∩ 𝕋𝕋 such that  

𝛿𝛿 < 1. Suppose that 𝑓𝑓 is a non-negative and Hilger (delta) integral 

∫ 𝑠𝑠
𝑝𝑝−𝑞𝑞𝑞𝑞
𝑞𝑞 𝑓𝑓

𝑝𝑝
𝑞𝑞(𝑠𝑠)∆𝑠𝑠𝑛𝑛

𝑎𝑎  exists. If 
 

𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠) = sup
𝐵𝐵∋𝑠𝑠

1
|𝐵𝐵|1−

𝑎𝑎
𝑛𝑛
∫𝑓𝑓(𝑦𝑦)∆𝑦𝑦
𝑠𝑠

𝑎𝑎
,(3.25) 

 
where 𝑠𝑠 ∈ [𝑎𝑎, 𝑛𝑛] ∩ 𝕋𝕋, then  
 

∫ 𝑠𝑠−𝛿𝛿+
𝑝𝑝
𝑞𝑞𝑓𝑓

𝑝𝑝
𝑞𝑞(𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≤ 𝐶𝐶𝑝𝑝 (

𝛿𝛿 − 1

2
𝑝𝑝
𝑞𝑞−1𝐿𝐿𝛿𝛿

)

𝑝𝑝
𝑞𝑞

∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝜎𝜎𝑝𝑝
𝑞𝑞 (𝑠𝑠)

𝑠𝑠𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
.(3.26) 

 
Proof If we follow a path like the proof of inequality (3.13), then we get 
 

∫
(𝑀𝑀𝑎𝑎𝑓𝑓)∆(𝑠𝑠)

𝑠𝑠𝛿𝛿−1 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
≤ 𝛿𝛿 − 1

𝐿𝐿𝛿𝛿 ∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝜎𝜎𝑝𝑝
𝑞𝑞 (𝑠𝑠)

𝑠𝑠𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
.(3.27) 

 
Applying the following inequality with chain rule (2.3) 
 

𝑎𝑎𝛾𝛾 + 𝑏𝑏𝛾𝛾 ≤ (𝑎𝑎 + 𝑏𝑏)𝛾𝛾 ≤ 2𝛾𝛾−1(𝑎𝑎𝛾𝛾 + 𝑏𝑏𝛾𝛾), 
 
If we take 𝑎𝑎, 𝑏𝑏 ≥ 0 and 𝛾𝛾 ≥ 1,  then we have 
 

((𝑀𝑀𝑎𝑎𝑓𝑓)
𝑝𝑝
𝑞𝑞(𝑠𝑠))

∆
≤ 2

𝑝𝑝−2𝑞𝑞
𝑝𝑝

𝑝𝑝
𝑞𝑞∫ [(𝑔𝑔𝑀𝑀𝑎𝑎

𝜎𝜎𝑓𝑓(𝑠𝑠))
𝑝𝑝−𝑞𝑞
𝑞𝑞

1

0

+ ((1 − 𝑔𝑔)𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))
𝑝𝑝−𝑞𝑞
𝑞𝑞 ] 𝑑𝑑𝑔𝑔(𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

∆ 

 

= 2
𝑝𝑝−2𝑞𝑞
𝑝𝑝 [(𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝜎𝜎(𝑝𝑝−𝑞𝑞)
𝑞𝑞 + (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

(𝑝𝑝−𝑞𝑞)
𝑞𝑞 ] (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

∆ 

 

≤ 2
𝑝𝑝−𝑞𝑞
𝑝𝑝 [(𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝜎𝜎(𝑝𝑝−𝑞𝑞)
𝑞𝑞 ] 𝑓𝑓(𝑠𝑠).(3.28) 

 

 

 

Hence 
 

∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝜎𝜎𝜎𝜎
𝑞𝑞 (𝑠𝑠)

𝑠𝑠𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
≥ 2

𝜎𝜎−𝑞𝑞
𝜎𝜎 𝐿𝐿𝛿𝛿

𝛿𝛿 − 1 ∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝜎𝜎(𝜎𝜎−𝑞𝑞)
𝑞𝑞 (𝑠𝑠)

𝑠𝑠𝛿𝛿−1 𝑓𝑓(𝑠𝑠)∆𝑠𝑠
𝑛𝑛

𝑎𝑎
,(3.29) 

 
and thus 
 

∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝜎𝜎𝜎𝜎
𝑞𝑞 (𝑠𝑠)

𝑠𝑠𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
 

 

≥ 2
𝜎𝜎−𝑞𝑞
𝜎𝜎 𝐿𝐿𝛿𝛿

𝛿𝛿 − 1 ∫ [𝑠𝑠
𝜎𝜎(𝜎𝜎−𝑞𝑞)

𝜎𝜎 𝑠𝑠1−𝛿𝛿𝑓𝑓(𝑠𝑠)]
𝑛𝑛

𝑎𝑎
[(𝑠𝑠

−𝛿𝛿(𝜎𝜎−𝑞𝑞)
𝜎𝜎 ) (𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))

𝜎𝜎(𝜎𝜎−𝑞𝑞)
𝑞𝑞 ] ∆𝑠𝑠.(3.30) 

 
If we use the right-hand inverse Hölder inequality (2.5), then we obtain 
 

∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝜎𝜎𝜎𝜎
𝑞𝑞 (𝑠𝑠)

𝑠𝑠𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
 

 

≥ 2
𝜎𝜎−𝑞𝑞
𝜎𝜎 𝐿𝐿𝛿𝛿

𝛿𝛿 − 1 [∫ [𝑠𝑠
𝜎𝜎(𝜎𝜎−𝑞𝑞)

𝜎𝜎 𝑠𝑠1−𝛿𝛿𝑓𝑓(𝑠𝑠)]
𝜎𝜎
𝑞𝑞 ∆𝑠𝑠

𝑛𝑛

𝑎𝑎
]

𝑞𝑞
𝜎𝜎

[∫ 𝑠𝑠−𝛿𝛿(𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠))
𝜎𝜎∆𝑠𝑠

𝑛𝑛

𝑎𝑎
]

(𝜎𝜎−𝑞𝑞)
𝜎𝜎

. 

 
Thus, we obtain 
 

∫ 𝑠𝑠−𝛿𝛿+
𝜎𝜎
𝑞𝑞𝑓𝑓

𝜎𝜎
𝑞𝑞(𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≤ 𝐶𝐶𝑝𝑝 (

𝛿𝛿 − 1

2
𝜎𝜎
𝑞𝑞−1𝐿𝐿𝛿𝛿

)

𝜎𝜎
𝑞𝑞

∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝜎𝜎𝜎𝜎
𝑞𝑞 (𝑠𝑠)

𝑠𝑠𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
. 

 
The proof of inequality (3.26) is completed. 
 
If we take 𝛿𝛿 > 1, 𝑎𝑎 = 0, then Theorem 3.6 reduces to Hardy-Littlewood 

inequality. 
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Theorem 3.7 Let 𝕋𝕋 be a time scales with𝑝𝑝𝑞𝑞 ≥ 2 and𝑎𝑎 ∈ (0, 𝑛𝑛) ∩ 𝕋𝕋 such that  

𝛿𝛿 < 1. Suppose that 𝑓𝑓 is a non-negative and Hilger (delta) integral 

∫ 𝑠𝑠
𝑝𝑝−𝑞𝑞𝑞𝑞
𝑞𝑞 𝑓𝑓

𝑝𝑝
𝑞𝑞(𝑠𝑠)∆𝑠𝑠𝑛𝑛

𝑎𝑎  exists. If 
 

𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠) = sup
𝐵𝐵∋𝑠𝑠

1
|𝐵𝐵|1−

𝑎𝑎
𝑛𝑛
∫𝑓𝑓(𝑦𝑦)∆𝑦𝑦
𝑠𝑠

𝑎𝑎
,(3.31) 

 
where 𝑠𝑠 ∈ [𝑎𝑎, 𝑛𝑛] ∩ 𝕋𝕋, then  
 

∫ 𝑠𝑠−𝛿𝛿+
𝑝𝑝
𝑞𝑞𝑓𝑓

𝑝𝑝
𝑞𝑞(𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≤ 𝐶𝐶𝑝𝑝 (

𝛿𝛿 − 1
2𝐿𝐿𝛿𝛿 )

𝑝𝑝
𝑞𝑞
∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝜎𝜎𝑝𝑝
𝑞𝑞 (𝑠𝑠)

𝑠𝑠𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
.(3.32) 

 
Proof The reader can easily prove Theorem 3.7 by considering the proof of 

Theorem 3.6. 
 
4. Conclusion and Recommendations 
In this study, a generalization of the new dynamic fractional Maximal type 

integral inequalities has been established by using Keller's chain rule and the 
inverse Hölder inequality with ∆ − derivative on time scale. As a result of the 
generalization of these inequalities, we can reach the solutions to the problems 
we encounter in the literature more easily. Our works can be extended to ∇ − 
derivative and ⋄∝− derivative. More different inequalities can be obtained. 
These inequalities that we have obtained also have application areas outside of 
mathematics. We have mentioned some of them in our references. 
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Theorem 3.7 Let 𝕋𝕋 be a time scales with𝑝𝑝𝑞𝑞 ≥ 2 and𝑎𝑎 ∈ (0, 𝑛𝑛) ∩ 𝕋𝕋 such that  

𝛿𝛿 < 1. Suppose that 𝑓𝑓 is a non-negative and Hilger (delta) integral 

∫ 𝑠𝑠
𝑝𝑝−𝑞𝑞𝑞𝑞
𝑞𝑞 𝑓𝑓

𝑝𝑝
𝑞𝑞(𝑠𝑠)∆𝑠𝑠𝑛𝑛

𝑎𝑎  exists. If 
 

𝑀𝑀𝑎𝑎𝑓𝑓(𝑠𝑠) = sup
𝐵𝐵∋𝑠𝑠

1
|𝐵𝐵|1−

𝑎𝑎
𝑛𝑛
∫𝑓𝑓(𝑦𝑦)∆𝑦𝑦
𝑠𝑠

𝑎𝑎
,(3.31) 

 
where 𝑠𝑠 ∈ [𝑎𝑎, 𝑛𝑛] ∩ 𝕋𝕋, then  
 

∫ 𝑠𝑠−𝛿𝛿+
𝑝𝑝
𝑞𝑞𝑓𝑓

𝑝𝑝
𝑞𝑞(𝑠𝑠)∆𝑠𝑠

𝑛𝑛

𝑎𝑎
≤ 𝐶𝐶𝑝𝑝 (

𝛿𝛿 − 1
2𝐿𝐿𝛿𝛿 )

𝑝𝑝
𝑞𝑞
∫
(𝑀𝑀𝑎𝑎𝑓𝑓)

𝜎𝜎𝑝𝑝
𝑞𝑞 (𝑠𝑠)

𝑠𝑠𝛿𝛿 ∆𝑠𝑠
𝑛𝑛

𝑎𝑎
.(3.32) 

 
Proof The reader can easily prove Theorem 3.7 by considering the proof of 

Theorem 3.6. 
 
4. Conclusion and Recommendations 
In this study, a generalization of the new dynamic fractional Maximal type 

integral inequalities has been established by using Keller's chain rule and the 
inverse Hölder inequality with ∆ − derivative on time scale. As a result of the 
generalization of these inequalities, we can reach the solutions to the problems 
we encounter in the literature more easily. Our works can be extended to ∇ − 
derivative and ⋄∝− derivative. More different inequalities can be obtained. 
These inequalities that we have obtained also have application areas outside of 
mathematics. We have mentioned some of them in our references. 
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In recent years, one of the remarkable issues in scientific research is the need 
for researchers to work with a correctly determined sample size. More detailed 
information on how the sample size is calculated during the publication process 
is requested, and its stages are expected to be explained in detail. Sample size 
determination plays an important role in social sciences, business, health 
sciences, agricultural science research and survey research.Inappropriate sample 
size can lead to false inferences on the population. Examining the entire 
population on which the research will be conducted brings about a loss of time, 
effort and cost. Instead of the whole population, it is a more accurate way to 
work with samples selected from the population with appropriate sampling 
methods and representing the population well. At this point, researchers try to 
find an answer to the question "how many units of sample should I choose". 
Optimal sample size depends upon many considerations such as statistical test 
used, precision of the measures and design of the study. Therefore, researchers 
use various methods to select samples representing the entire population, to 
analyze the data from the selected samples, and to estimate the parameters of 
the population, making it very important to determine the appropriate sample 
size to answer the research question [In J et all, 2020 & Kang, 2015]. It may not 
be possible to detect a possible difference in tests with very small samples. On 
the contrary, even a small difference may appear statistically significant in tests 
with large samples. Therefore, the sample size used in the study should be 
neither too small nor too large for a desired comparison. 

In scientific research, it is a basic statistical principle to define sample size 
before starting a study to avoid bias when interpreting results. With the help of a 
sufficiently large sample, it becomes possible to reach results that will be valid 
for the population parameters and to make reliable estimations. At this point, 
the need for statistical methods and statisticians is obvious. While statisticians 
determine whether any observed relationship in the sample actually exists; If the 
relationship is based on coincidence, they also play an important role in the 
reason why. Sampling methods are used to make more precise estimates in a 
shorter time at low cost. It is extremely important to use the correct sampling 
method and to determine the sample size correctly. No matter how well the 
study is conducted, it may be insufficient to detect sample effects or 
relationships when it is studied with a small sample. Or, if the sample is chosen 
larger than necessary, the cost will increase first, and then the complexity of the 
study and erroneous results will be encountered. Therefore, sample size is an 
important factor in any scientific research.  

Sample size determination is the technique of selecting the number of 
observations from a population to be included in a sample.It is an important part 
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of research aimed at making inferences about the population.The sample size 
used in a study is determined by the cost of data collection and sufficient 
statistical power (Singh &Masuku, 2014).At this stage, it should be considered 
whether the study is a survey study or an experimental study.In determining the 
sample size, the type of research has an important place in the roadmap.While 
the concept of precision is used in survey studies, power is used in experimental 
studies.In a survey study, the method followed in the calculation of the sample 
size is common in the estimates made regarding the population mean or 
proportion.In survey studies, "d" is the tolerable amount of variation in 
estimating the population mean and is called “the level of accepted error”, 
whereas "d" represents the level of tolerable error in estimating the population 
proportion, and is called “the margin of error”. (Verma, 2020).In other words, 
while estimating the mean in a survey study, the level of acceptance "d" should 
be taken into account in calculating the sample size, while the error of margin 
"E" should be determined in the proportion estimation. The flow diagram to be 
followed in determining the sample size in estimating the population mean or 
proportion in survey studies is as in Diagram1.  
 

 
Diagram 1. Determination sample size in estimating population mean or 

proportion in survey studies 
 
When a sample of size "n" is drawn from a normally distributed population 

with N(μ, 𝜎𝜎2) parameters, the distribution of sample means is also normal and 
is expressed by N(μ, 𝜎𝜎2/n).In this case, (1-𝛼𝛼)x100% confidence limits of the 
population mean are obtained with �̅�𝑥 ± 𝑧𝑧𝛼𝛼 2⁄

𝜎𝜎
√𝑛𝑛. For example, if the estimate is 
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desired to be within “±d” of the true population mean, the sample size that 
needs to be studied to have such precision is determined as 

𝑛𝑛 = 𝑧𝑧𝛼𝛼 2⁄
2 𝜎𝜎2

𝑑𝑑2   (1)                                                                                                                                     

In this equation, “α” is the level of significance which depends upon how 
much confidence one wishes to have in estimation. “𝑑𝑑”is the amount of error 
which one can tolerate inestimating mean and it is called as the level of 
accepted error. In other words “𝑑𝑑”is a decisiononthe tolerable limits of errors is 
made, i.e. the researcher makes a statement that it does not 
matter if his sample estimate does not differ from 
true population value by a certain amount. In clinical studies, it can be defined 
as the minimum difference to be considered clinically significant between the 
mean or ratio of the two groups. The difference between groups (𝑑𝑑) represents 
the absolute difference between groups to be compared in clinical studies. If the 
primary variable of interest (primary outcome) in a clinical trial is a ratio, then 
the difference in the observation rate of the event of interest between the 
treatment group and the control group represents “𝑑𝑑”. When the number of 
groups is more than two, then it is expressed as the difference between the 
highest rate and the lowest rate. When the event of interest is a quantitative 
value, the difference between the treatment group mean and the control group 
mean represents “𝑑𝑑”. Dividing the obtained difference by the standard 
deviation of the control group gives the effect size. The denominator 
standardizes the difference by transforming the absolute difference into standard 
deviation units. Cohen's term “𝑑𝑑” is an example of this type of effect size 
index. Cohen classified effect sizes as small (“𝑑𝑑”   =  0.2), medium (“𝑑𝑑”  =  0.5), 
and large (“𝑑𝑑” ≥ 0.8) (Sullivan &Feinn, 2012). The standard deviation is used 
to estimate the population variance of the predicted outcome variable in 
calculating the sample size. Because population variance is often unknown, 
researchers use estimates derived from previous studies. If the population has a 
homogeneous structure, the small sample size will be sufficient for the study, as 
the standard deviation will be low, while the required sample size will increase 
as it moves away from homogeneity. The value of σ is obtained from similar 
studies conducted earlier. In practice, there are very few or no cases where the 
population variance is known.If estimated with “s” from previous similar 
studies, "𝑡𝑡𝛼𝛼 2⁄ ;𝑛𝑛−1

2 "is used instead of "𝑧𝑧𝛼𝛼 2⁄
2 " to estimate the sample size. 

In a survey study in which the sample size is determined in the estimation of 
the population proportion, let "𝑥𝑥" be the number of observations with the 
desired characteristics, and let "𝑥𝑥/𝑛𝑛" be the estimator of the population 
proportion. In this case, the "�̂�𝑝 = 𝑥𝑥/𝑛𝑛" distribution fits the binomial distribution 



232

and is also equal to the mean of the distribution.When "n" is large enough, the 
distribution of "�̂�𝑝" fits the normal distribution with mean "𝑝𝑝"and variance 
"𝑝𝑝𝑝𝑝/𝑛𝑛".Usually, "𝑝𝑝" is unknown; therefore, the maximum variance is often used 
for sample size estimation.When “E” is defined as the margin of error on both 
sides of the population proportion "𝑝𝑝", then the 95% confidence limits for the 

proportion are obtained with �̂�𝑝 ± 𝑧𝑧𝛼𝛼/2√
𝑝𝑝𝑝𝑝
𝑛𝑛 . Considering the margin of error of 

"E" on both sides, the sample size can be calculated as follows: 
𝑛𝑛 = 𝑧𝑧𝛼𝛼 2⁄

2 𝑝𝑝𝑝𝑝
𝐸𝐸2  (2) 

When the population proportion is not known, the sample size is obtained as 
follows by writing the ratio estimate obtained from the sample instead: 

𝑛𝑛 = 𝑧𝑧𝛼𝛼 2⁄
2 �̂�𝑝�̂�𝑝

𝐸𝐸2                                                                (3) 

These formulas introduced by Cochran (1963) were developed to find 
sample sizes for large population proportions.In the case of small population 
proportions, the sample size obtained from the above formula is assumed to be 
"𝑛𝑛 = 𝑛𝑛0” and the following correction is made: 

𝑛𝑛 = 𝑛𝑛0
1+𝑛𝑛0−1𝑁𝑁

                                                      (4) 

With this adjustment, it can significantly reduce the required sample size for 
small populations and is also called population correction. 

Two main purposes are taken into consideration while calculating the sample 
size.The first objective is to estimate a minimum sample size that may be 
sufficient to achieve the target accuracy in an estimate for a given population 
parameter.As a result, the researcher aims to produce an estimate that is 
expected to be equally accurate as an actual parameter in the target population. 
The second aim is to determine the level of statistical significance (ie"𝑝𝑝" value 
< 0.05) obtained with the desired effect sizes.  A certain statistical test will be 
applied that will determine the statistical significance level and the "𝑝𝑝" value 
will be calculated using this test. The optimal sample size is determined on the 
basis of precision or power in the run.As stated before, while determining the 
sample size, the basis of precision is taken into account in survey studies, while 
it is determined on the basis of power in experimental studies. The flow 
diagram to be followed in determining the sample size in estimating the 
population parameter in experimental studies is as in Diagram 2.  



233

and is also equal to the mean of the distribution.When "n" is large enough, the 
distribution of "�̂�𝑝" fits the normal distribution with mean "𝑝𝑝"and variance 
"𝑝𝑝𝑝𝑝/𝑛𝑛".Usually, "𝑝𝑝" is unknown; therefore, the maximum variance is often used 
for sample size estimation.When “E” is defined as the margin of error on both 
sides of the population proportion "𝑝𝑝", then the 95% confidence limits for the 

proportion are obtained with �̂�𝑝 ± 𝑧𝑧𝛼𝛼/2√
𝑝𝑝𝑝𝑝
𝑛𝑛 . Considering the margin of error of 

"E" on both sides, the sample size can be calculated as follows: 
𝑛𝑛 = 𝑧𝑧𝛼𝛼 2⁄

2 𝑝𝑝𝑝𝑝
𝐸𝐸2  (2) 

When the population proportion is not known, the sample size is obtained as 
follows by writing the ratio estimate obtained from the sample instead: 

𝑛𝑛 = 𝑧𝑧𝛼𝛼 2⁄
2 𝑝𝑝�̂�𝑝

𝐸𝐸2                                                                (3) 

These formulas introduced by Cochran (1963) were developed to find 
sample sizes for large population proportions.In the case of small population 
proportions, the sample size obtained from the above formula is assumed to be 
"𝑛𝑛 = 𝑛𝑛0” and the following correction is made: 

𝑛𝑛 = 𝑛𝑛0
1+𝑛𝑛0−1𝑁𝑁

                                                      (4) 

With this adjustment, it can significantly reduce the required sample size for 
small populations and is also called population correction. 

Two main purposes are taken into consideration while calculating the sample 
size.The first objective is to estimate a minimum sample size that may be 
sufficient to achieve the target accuracy in an estimate for a given population 
parameter.As a result, the researcher aims to produce an estimate that is 
expected to be equally accurate as an actual parameter in the target population. 
The second aim is to determine the level of statistical significance (ie"𝑝𝑝" value 
< 0.05) obtained with the desired effect sizes.  A certain statistical test will be 
applied that will determine the statistical significance level and the "𝑝𝑝" value 
will be calculated using this test. The optimal sample size is determined on the 
basis of precision or power in the run.As stated before, while determining the 
sample size, the basis of precision is taken into account in survey studies, while 
it is determined on the basis of power in experimental studies. The flow 
diagram to be followed in determining the sample size in estimating the 
population parameter in experimental studies is as in Diagram 2.  

 
Diagram 2. Determining sample size in experimental studies 
 
In experimental studies, the sample size for any study depends on the 

acceptable level of significance, power of the study, effect size and standart 
deviation in the population. The main purpose of experimental research is to 
investigate the cause-effect relationship between an intervention and some 
variables of interest. The researcher investigating the relationship uses the 
"𝑝𝑝" value, that is, the "level of significance", to see the effect of the 
intervention. When the "𝑝𝑝" value is found to be less than 0.05, it is stated that 
the researcher is 95% sure that the effect exists. However, if the null hypothesis 
is rejected even though it is true, Type 1 error (𝛼𝛼) occurs and this error 
corresponds to a cut-off value for statistical significance. Therefore, the cut-off 
value chosen represents the probability of a Type I error with a risk of "false 
positives" that is considered tolerable in the study. The accepted significance 
level for the "𝛼𝛼" error conventionally used is 0.05, i.e. there is a 5% probability 
that the observed difference or effect is due to chance.When the null hypothesis 
is accepted, another type of error is committed due to accepting a wrong 
hypothesis, which is the beta error, which is defined as the Type II error. This 
error corresponds to the occurance of a false negative result. The sum of 
positive results is the sum of true positives and false negatives (𝛽𝛽 error). Power, 
on the other hand, is the probability of detecting a true positive result, and is 
expressed as “1-𝛽𝛽" by subtracting false negatives from the sum of positive 
results.The larger the sample size, the greater the power of a test. A study is 
considered adequately powered if it has a power of 0.80 or higher in scientific 
studies, that is, there is at least an 80% chance of correctly detecting a true 
difference or effect and rejecting a false null hypothesis (Columb&Stevens, 
2008). 
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And also a significant "𝑝𝑝" value does not mean anything unless the size of 
the effect is actually known. At this point, the researcher needs to decide on the 
significant effect size before starting the experiment. The reason for this is that 
the sample size depends on the determined effect size. The effect size can be 
defined as the minimum detectable difference in rejecting the investigated 
hypothesis. While the sample size is large, even a small effect may cause the 
null hypothesis to be rejected, while in a smaller sample, the null hypothesis 
may not be rejected even for a large effect. Particularly in clinical studies, 
calculating the sample size is critical so that it has enough power to show 
clinically significant differences. The effect size shows the difference or 
strength of relationships. It also represents a minimal clinically meaningful 
difference. As the size, distribution, and units of the effect size vary between 
studies, standardization of the effect size is usually performed for sample size 
calculation and power analysis. With the help of power analysis, the probability 
of correctly rejecting the null hypothesis can be calculated. Power analysis also 
reveals how likely it is to detect a statistically significant effect in the data, 
given that it actually exists in the population. As a result, considering the power 
of a test, it is mentioned together with the determination of the appropriate 
sample size at the planning stage.Another factor that plays a role in determining 
the sample size is variability. The standard deviation, which gives a measure of 
the distribution and variability of the population, is a measure that should be 
taken into account when calculating the sample size. Because the researcher has 
to estimate the variation in the measurements. It is very clear that when the 
population is homogeneous, the standard deviation, which is the measure of 
variability, will be small and therefore a smaller sample will be needed. This 
leads to an increase in test power. 

In an experimental study in which the population mean is 
estimated;Depending on the given "𝛼𝛼, 𝛽𝛽and 𝑑𝑑", the sample size to be studied is 
calculated as follows (Borkowf, Johnson & Albert, 2018&Rosner, 2011): 

 

𝑛𝑛 = (𝑧𝑧1−𝛼𝛼/2+𝑧𝑧1−𝛽𝛽)2𝜎𝜎2

𝑑𝑑2                                                               (5) 
In this equation;𝑧𝑧1−𝛼𝛼/2 is z-value for α = 0.05 (for example, if α=0.05, then 

1 − 𝛼𝛼/2= 0.975 and z=1.960;  𝑧𝑧1−𝛽𝛽is z-value for the desired power and “d” is 
the level of accepted error (the difference between sample mean and population 
mean).1 − 𝛽𝛽 is the selected power, and 𝑧𝑧1−𝛽𝛽is the value from the standard 
normal distribution holding 1 − 𝛽𝛽 below it. Sample size estimates for 
hypothesis testing are often based on achieving 80% or 90% power. The 𝑧𝑧1−𝛽𝛽 
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the sample size depends on the determined effect size. The effect size can be 
defined as the minimum detectable difference in rejecting the investigated 
hypothesis. While the sample size is large, even a small effect may cause the 
null hypothesis to be rejected, while in a smaller sample, the null hypothesis 
may not be rejected even for a large effect. Particularly in clinical studies, 
calculating the sample size is critical so that it has enough power to show 
clinically significant differences. The effect size shows the difference or 
strength of relationships. It also represents a minimal clinically meaningful 
difference. As the size, distribution, and units of the effect size vary between 
studies, standardization of the effect size is usually performed for sample size 
calculation and power analysis. With the help of power analysis, the probability 
of correctly rejecting the null hypothesis can be calculated. Power analysis also 
reveals how likely it is to detect a statistically significant effect in the data, 
given that it actually exists in the population. As a result, considering the power 
of a test, it is mentioned together with the determination of the appropriate 
sample size at the planning stage.Another factor that plays a role in determining 
the sample size is variability. The standard deviation, which gives a measure of 
the distribution and variability of the population, is a measure that should be 
taken into account when calculating the sample size. Because the researcher has 
to estimate the variation in the measurements. It is very clear that when the 
population is homogeneous, the standard deviation, which is the measure of 
variability, will be small and therefore a smaller sample will be needed. This 
leads to an increase in test power. 

In an experimental study in which the population mean is 
estimated;Depending on the given "𝛼𝛼, 𝛽𝛽and 𝑑𝑑", the sample size to be studied is 
calculated as follows (Borkowf, Johnson & Albert, 2018&Rosner, 2011): 

 

𝑛𝑛 = (𝑧𝑧1−𝛼𝛼/2+𝑧𝑧1−𝛽𝛽)2𝜎𝜎2

𝑑𝑑2                                                               (5) 
In this equation;𝑧𝑧1−𝛼𝛼/2 is z-value for α = 0.05 (for example, if α=0.05, then 

1 − 𝛼𝛼/2= 0.975 and z=1.960;  𝑧𝑧1−𝛽𝛽is z-value for the desired power and “d” is 
the level of accepted error (the difference between sample mean and population 
mean).1 − 𝛽𝛽 is the selected power, and 𝑧𝑧1−𝛽𝛽is the value from the standard 
normal distribution holding 1 − 𝛽𝛽 below it. Sample size estimates for 
hypothesis testing are often based on achieving 80% or 90% power. The 𝑧𝑧1−𝛽𝛽 

values for these popular scenarios are z0.80 = 0.84 for 80% power; and z0.90 
=1.282 for 90% power.  

When estimating the population proportion;the sample size to be studied is 
calculated as follows: 

𝑛𝑛 = (𝑧𝑧1−𝛼𝛼/2+𝑧𝑧1−𝛽𝛽)
2𝑝𝑝𝑝𝑝

𝐸𝐸2                                                                (6) 
 
𝑧𝑧1−𝛼𝛼/2and𝑧𝑧1−𝛽𝛽 are defined as above and “𝐸𝐸” is the error of margin (the 

difference between sample proportion and population proportion). In this book 
chapter, sample size determination formulas and applications for only a single 
population mean and ratio are given.Sample size studies for two or more 
samples will be included in future studies. 
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1. Introduction  
The discovery of the superconductivity phenomenon with no resistance 

(Onnes, 1911; Oh, Kim, Jeong, Hyun, & Kim, 2007; Chen, 2002) has directly 
guided academic researchers in the usage of superconducting materials in the 
basic technological,sensitive process control, industrial, medical, high-energy, 
electro-optic, power transmission cable, spintronics, medical diagnosis, 
renewable energy, levitated trains, motors, future hydrogen society, particle 
accelerators, refrigeration, and large-scale application fields (Buckel and 
Kleiner, 2004; Xu, et al., 2012;Choi, et al., 2011; Akkurt & Yildirim, 2016; 
Zalaoglu, et al., 2021; Erdem, et al., 2021; Coombs, 2011; Werfel, et al., 2011). 
Especially, recent studies on type-II superconducting ceramic compounds (after 
the discovery of La2-xBaxCuO4 ceramic superconducting material (Bednorz & 
Müller, 1986; Ford & Saunders, 2004) haveattracted considerable interest in the 
material research community.Among the type-II superconducting ceramic 
compounds, the Bi-based ceramic family with the main three 
participantspossesses largercritical current density carrying density ability, 
greater critical transition temperature (onset and offset), and higher magnetic 
fieldcarrying capability (Turkoz, et al., 2019; Chen et al., 2002; Takayama-
Muromachi, 1998; Yamauchi & Karppinen, 2000; Zalaoglu, Akkurt, Oz, & 
Yildirim, 2017). Similarly, no power consumption is another desirable property 
that consents the Bi-containing superconducting solid materials to use in much 
more application fields(Ateş, 2013; Ateş, 2016). It is obvious that with the 
improvement in the essential characteristic features; namely,crystallinity 
quality, electrical, superconducting, flux pinning,microstructural, physical, 
modulation, pairing mechanism, crystallization reaction kinetics, nucleation 
stability, crystallization temperature, formation of discrete pancakelike, 
morphological, slip system, key mechanical performance, and mechanical 
representative properties; these kinds of superconducting materials bargain 
much more fieldsin the potential application areas. In addition, material science 
is much more in the relationship different branch of technological and industrial 
applications (Ateş, Keskin, Totic, & Yeşil, 2014; Ateş, Onur Ugur, Akbiyikli, 
Polat, & Keskin, 2016). 

In the present work, the effect of europium impurity addition amount 
(0≤x≤0.1) on some importantmechanical performance quantities (fracture 
toughness, elastic stiffness coefficient, ductility, and brittleness index)using the 
conventional Vickers microhardness tests executed at various applied 
microindentation test loads between 0.245N and 2.940 N.At the same time, we 
determine the relationship between mechanical performance behavior and the 
europium impurity addition amount and applied test loads. The experimental 
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results show that the increases in both the applied test loads negatively affect 
the mechanical performance features pertain to the bulk Bi-2212 
superconducting ceramics as a conclusion of the increase in crystal structure 
difficulties based on the microvoids, strains, omnipresent flaws, borderline 
coupling and connectivity between the head-to-head layers in the solid crystal 
system.   

 
2. Experimental details and related computational findings 
This research is a continuum of systematic characterization analysisdepend 

on inspection of the change of basic characteristic properties; namely 
superconducting, physical, electrical, pairing mechanism, clustering, 
crystallinity quality, nucleation stability, microstructural, flux pinning, 
crystallization temperature, crystallization reaction kinetics, formation of 
discrete pancakelike, morphological, slip system, key mechanical performance, 
and mechanical characteristic properties of bulk Bi-2212 superconducting solid 
constituents. In the following study, the main part of europium impurity 
addition on the fracture toughness (KIC), ductility (D), elastic stiffness 
coefficient (C11), and brittleness index (B)properties deduced from the Vickers 
microindentation hardness tests using a SHIMADZU HVM-2 model digital 
tester in openmedium atmosphere is thoroughly examined with the aid of 
related equations (1–4):  

𝐾𝐾𝐼𝐼𝐼𝐼 = √2𝐸𝐸𝐸𝐸         (here, α is related to the surface energy value)   (1) 
 
𝐵𝐵 = 𝐻𝐻𝑣𝑣

𝐾𝐾𝐼𝐼𝐼𝐼
              (2) 

 
𝐷𝐷 = 1

𝐵𝐵           (3) 

4
7

11 vHC =                                                   (4) 
 
here, the change of KIC, D, C11 and Bquantities as a function of both the 

utilized test loads and Eu addition level is extensively inspected by Vickers 
microindentation hardness test loads intervals of 0.245 N-2.940 N applying to 
the distinctnominated sites of sample surfaces for the timeperiod of 10 seconds. 
Besides, the measurements are taken 5 times by the calibrated microscope to 
determine the average indentation diagonal lengths evaluated from the average 
of two impression lengths. Moreover,material preparation processes including 
purity of chemical powders, heat-treatment methods,impurity addition amount, 
ambient conditions, heating- cooling rates calcination/sintering temperatures, 
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here, the change of KIC, D, C11 and Bquantities as a function of both the 

utilized test loads and Eu addition level is extensively inspected by Vickers 
microindentation hardness test loads intervals of 0.245 N-2.940 N applying to 
the distinctnominated sites of sample surfaces for the timeperiod of 10 seconds. 
Besides, the measurements are taken 5 times by the calibrated microscope to 
determine the average indentation diagonal lengths evaluated from the average 
of two impression lengths. Moreover,material preparation processes including 
purity of chemical powders, heat-treatment methods,impurity addition amount, 
ambient conditions, heating- cooling rates calcination/sintering temperatures, 

press loads-time, milling process,and experimental measurement test tools such 
as instruments, digital tester are clearly depicted in Ref. (Ulgen, Terzioglu, & 
Yildirim, 2022). Also, one can seeall the electrical conductivity and related 
superconducting findings can be observed in detail in Ref. (Ulgen, Terzioglu, & 
Yildirim, 2022).the pure and Eu-added Bi-2212 superconducting materials 
arranged by the weight-to-weight ratios intervals x = 0.0, 0.01, 0.03, 0.05, 0.07, 
and 0.10are thereafterabbreviated pure (unadded), Eu-1, Eu-2, Eu-3, Eu-4, and 
Eu-5, respectively. 

 
3. Results and discussion 
3.1. Variation of fracture toughness, ductility, elastic stiffness coefficients, 

and brittleness index of bulk Bi2.1Sr2.0Ca1.1Cu2.0Oyceramic solids 
We investigate the differentiation of some critical mechanical performance 

quantities including fracture toughness (KIC), ductility (D), elastic stiffness 
coefficient (C11), and brittleness index (B)propertiesby means of the Vickers 
microindentation hardness test results deduced from 0.245 N-2.940 N carrying 
out test loads with the aid of related equations. One can see every computation 
in Table 1. 

It is understandable from the table given in  the following part that all 
properties are detected to depend seriously on both the practical test loads and 
the europium impurity addition amount. These findings show us that the 
europium impurity is successfully added in Bi2.1Sr2.0Ca1.1Cu2.0Oy crystal structure. 
As for numerical values, the fracture toughness features are noted to increase 
regularly as the impurity increases in the crystal nature. This means that being 
of europium impurity provoke enhancement in the permanent crystal nature 
problems, microcrystal coalescence orientations, microvoids, granularity 
degree, and formation of flaws, voids, and cracks. In other words, the fracture 
toughness parameter is responsible for the critical stress strength factor of a 
challenging crystal medium. Accordingly, resistance towards the samples to the 
initiation of flaws, voids and crack propagation gets less and less depending on 
the addition amount. Furthermore, the experimental findings show that with the 
raise in the utilized test load the KIC values are obtained to increase 
systematically due to the compression of the granular structure of the Bi-2212 
crystal solid.  

Numerically, the pure sample is observed to have the KIC value of 0.19244 
MPam1/2 at the preferred test load of 0.245 N and the value is found to lessening 
monotonously with rising test load. In the case of the highest applied test load 
of 2.940 N KIC value is noted to be about 0.18727 (smallest) MPam1/2 for the 
unadded material. Even, this behavior (nonlinear lessening in the KICproperties 
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with the applied test load) is attributed to the standard indentation size effect 
(ISE) characteristic properties. As for the Eu-5 sample, the KIC values are 
calculated between 0.27503 MPam1/2 and 0.25050 MPam1/2 under 0.245 N and 
2.940 N applied test loads, respectively. 

 
Table 1. Variation of KIC, D, C11 and Bpropertiesdetermined from 

microindentation test loads. *The elastic modulus values are deduced from Ref. 
(Turkoz, Erdem, & Yildirim, 2022) 

 

Samples F (N) 
Kıc 

(MPam1/2) C11 (GPa)7/4 
B 

(m-1/2) 
D 

(m1/2) 
E* 

(GPa) 

Pure 

0.245 0,192434597 0,23403222 2,26622451 0,441 35.7443 
0.490 0,189992148 0,223799666 2,237460882 0,447 34.8427 
0.980 0,188263582 0,216753829 2,21710432 0,451 34.2116 
1.960 0,187744187 0,214667987 2,210987229 0,452 34.0230 
2.940 0,187268693 0,212771076 2,205387312 0,453 33.8509 

Eu-1 

0.245 0,212777002 0,22122637 1,984706976 0,504 34.6132 
0.490 0,208373097 0,205610974 1,943629023 0,515 33.1952 
0.980 0,205888679 0,197157891 1,920455281 0,521 32.4084 
1.960 0,205288976 0,195155289 1,914861709 0,522 32.2199 
2.940 0,204870771 0,193767346 1,910960742 0,523 32.0887 

Eu-2 

0.245 0,255313119 0,209267405 1,602346175 0,624 33.5313 
0.490 0,246937814 0,186209704 1,549782895 0,645 31.3674 
0.980 0,242115872 0,173790939 1,519520375 0,658 30.1544 
1.960 0,241159752 0,171400669 1,513519554 0,661 29.9167 
2.940 0,240564353 0,169924194 1,509783119 0,662 29.7691 

Eu-3 

0.245 0,259425702 0,187062032 1,479036186 0,676 31.4494 
0.490 0,249007177 0,162062107 1,419637798 0,704 28.9741 
0.980 0,243486822 0,149831879 1,388165476 0,720 27.7037 
1.960 0,242078048 0,146819531 1,380133401 0,725 27.3840 
2.940 0,242005548 0,146665759 1,379720434 0,725 27.3676 

Eu-4 

0.245 0,275357621 0,170743782 1,322643618 0,756 29.8511 
0.490 0,262863791 0,145131837 1,262631109 0,792 27.2037 
0.980 0,255269726 0,130979278 1,226154015 0,816 25.6546 
1.960 0,253099253 0,127122703 1,215728599 0,823 25.2857 
2.940 0,253428056 0,127701661 1,217308 0,821 25.2202 

Eu-5 

0.245 0,275025 0,14890221 1,224616 0,817 27.6053 
0.490 0,261505 0,124818158 1,164414 0,859 24.9579 
0.980 0,253348 0,111714332 1,128093 0,886 23.4252 
1.960 0,250719 0,107709764 1,116389 0,896 22.9416 
2.940 0,250495 0,107373276 1,115392 0,897 22.9006 
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B 

(m-1/2) 
D 

(m1/2) 
E* 
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1.960 0,205288976 0,195155289 1,914861709 0,522 32.2199 
2.940 0,204870771 0,193767346 1,910960742 0,523 32.0887 
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0.490 0,249007177 0,162062107 1,419637798 0,704 28.9741 
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1.960 0,242078048 0,146819531 1,380133401 0,725 27.3840 
2.940 0,242005548 0,146665759 1,379720434 0,725 27.3676 

Eu-4 

0.245 0,275357621 0,170743782 1,322643618 0,756 29.8511 
0.490 0,262863791 0,145131837 1,262631109 0,792 27.2037 
0.980 0,255269726 0,130979278 1,226154015 0,816 25.6546 
1.960 0,253099253 0,127122703 1,215728599 0,823 25.2857 
2.940 0,253428056 0,127701661 1,217308 0,821 25.2202 

Eu-5 

0.245 0,275025 0,14890221 1,224616 0,817 27.6053 
0.490 0,261505 0,124818158 1,164414 0,859 24.9579 
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Other materials exhibit moderate fracture toughness values (but increase 
trend with impurity level). In this respect, it can be concluded that the pure 
sample with better crystallinity quality exhibits the least response and gentle to 
the applied test load. Conversely, the Eu-5 identified compoundwith the worst 
crystal quality performs the highest response and sensitive to the 
microindentation test load applied.Furthermore, the Vickers microindentation 
test results permitone to determine the role of europium impurity mixing on 
another mechanical performance parameter of elastic stiffness coefficient. 
According to Table 1, we can simplycomprehend that the elastic stiffness 
coefficient is noted to decrease constantly with enhancing both the europium 
impurity level in the Bi-2212 ceramic structure and applied test loads. In this 
regard, pure material has the largest values at any applied loads. Namely, 
maximum C11 parameter of 0.23403(GPa)7/4 at the applied test load of 0.245 N 
for the unadded sample and the C11 value gets smaller and smaller with the 
increase in the applied test load and reaches the local minimum value of 
0.21277 (GPa)7/4. Besides, the global smallest C11 values are observed for the 
Eu-5 ceramic sample. When a load of 0.245 N is exerted to the material surface, 
the C11 value is attributed to be about 0.14890 (GPa)7/4. In the matter of a 
maximum test load of 2.940 N, the Eu-5 sample exhibits the global smallest C11 

parameter of 0.10737 (GPa)7/4. It is apparent from the decline in the C11 

parameters with both the utilized test loads and Eu impurity level that the 
crystal structure problems based on the microvoids, strains, omnipresent flaws, 
coupling and connectivity between the adjacent layers begin predominantly in 
the Bi-2212 superconducting solid system. We also determine the effect of 
europium impurity addition and applied test loads on the sustainability degree 
of plastic decomposition under the microindentation test loads applied 
throughout the fiasco (called ductility parameter) behavior of the Bi-2212 
ceramic system with the aid of Vickers microhardness test loads. Unlike the 
elastic stiffness coefficients, the ductility parameter is found to augment 
continuouslyas both the applied test loads and Eu impurity amount increase. On 
this basis, the minimum ductility value of 0.441 m1/2 is attributed to the sample 
that does not include impurity under 0.245 N applied test load. The D parameter 
of unadded material is found to increase systematically up to the local 
maximum value of 0.453 m1/2when the applied test load is 2.940 N. In view of 
the highest addition ratio of x=0.10, the bulk Eu-5 superconducting sample 
possesses the highest results at the applied test loads. In this context, the Eu-5 
sample shows the ductility value of 0.817 m1/2 at 0.245 N applied test load when 
the global maximum D value of 0.897 m1/2 is obtained at 2.940 N applied test 
load. The rapid decrement stems from the increase in the granular medium in 
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the Bi-2212 superconducting solids. Lastly, we focus sensitively on the change 
of brittleness index fitting to the bulk Bi-2212 superconducting solids with the 
europium addition ratio and applied test loads with the help of Vickers 
microindentation hardness test results. The experimental foundations are 
mathematically given in Table 1. It is realized from the table that the findings 
for the brittleness index depend totally on both the applied test loads and the 
europium impurity addition amount. With the increase in both the applied test 
load and europium impurity addition amount in the bulk Bi-2212 crystal solidthe 
brittleness index parameters are obtained to reduce systematically. On this 
basis, the unadded sample has the largest B parameter of 2.26622 m-1/2at the 
applied test load of 0.245 N when the parameter is attributed to decrease 
towards to the value of 2.20539 m-1/2(for 2.940 N) with the increment in the 
settled load. On the other hand, the smallest values are recorded for the Eu-5 
sample. Namely, the B values are found to be in a range of 1,22462 m-1/2(at 
0.245 N applied test load) -1,11539 m-1/2(at 2.940 N applied test load).It is 
apparent that the granular structure of the Bi-2212 superconducting system 
varies not the applied test loads but europium impurity addition amount. 

 
3.2. Link between Vickers hardness values and applied test loads 
According to Part 3.1.of this study, there appears a strong relationship 

between applied test loads and Vickers microindentation hardness parameters 
due to the change of main mechanical performance quantities with the europium 
addition amount. The strong link can be shown by the fitting equations from the 
fourth-order formulations to catch the maximum correlation value of R2=1. The 
fitting relations are provided in Table 2. 

 
Table 2.Link between Vickers microhardness and applied test loads for all 

solid ceramic compounds 
Samples *Fitting equations for Eu added Bi-2212 ceramic samples 

Pure y = 0.00526x4 -0.03719x3 +0.09243x2 -0.09837x +0.45518 
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Eu-4 y = 0.01996x4 -0.13491x3 +0.31689x2 -0.31246x +0.39624 

Eu-5 y = 0.02035x4 -0.13650x3 +0.31602x2 -0.30267x +0.44082 
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the Bi-2212 superconducting solids. Lastly, we focus sensitively on the change 
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It is apparent from the table thatall the termsincludingx4, x3,x2, and x are 
found to depend on considerably the europium impurity addition amount. The 
variation of independent variables shows that the europium impurity is 
successfully added in the Bi2.1Sr2.0Ca1.1Cu2.0Oy crystal structure. Moreover, the 
dependency of the x4parameter is realized to increase systematically from 
0.00526to 0.02035. The increase in the independent variable of x4results from the 
augmentation of crystal structure problems based on the microvoids, strains, 
omnipresent flaws, coupling and connectivity between the adjacent layers in the 
bulk Bi-2212 crystal system. Thus, it is clear that the pure sample with stronger 
mechanical performance quantities presents the least response and sensitive to 
the applied test load while the Bi-2212 prepared by the maximum Eu impurity 
addition rate exhibits the highest response and precise to microindentation test 
load applied due to the worst crystal quality. 

 
3.3. Roleof Eu impurity onmodulus of elasticity for Bi-2212 ceramic system 
We inspectthe role of Eu impurity addition and applied test loads in the bulk 

Bi-2212 ceramic structure on the elasticity modulus using the granularity degree 
(porosity) deduced from the Vickers microindentation hardness tests (Abdeen, 
et al., 2016).The relation between Young’s moduli of elasticity and porosities 
given below is used to find relative degrees ofgranularitypertaining to the pure 
and Eu-added Bi-2212 ceramic compounds(Callister, & Rethwisch, 2018 ): 

)9.09.11( 2
0 PPEE +−=           (4) 

in Eq. 4, the E0 parameter is determined to be about 35.7443 GPa (cited from 
a full-text titled “Investigation of the effect of Eu impurity on slip systems in 
Bi-2212 crystal system with Vickers microindentation hardness method”)that 
belongs to the pure sample at microindentation test load of 0.245 N as a result 
of the highest (densest material) elastic modulus parameter among the 
measurements. One can see other elasticity moduli (called from Turkoz, Erdem, 
& Yildirim, 2022) in Table 1, also. The relative granularity degree parameters 
calculated according toYoung’s modulus parameter are arithmetically provided 
in Table 3.  
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Table 3.Variation ofgranularity degree parameters as a function of Eu 
impurity addition amount and applied indentation test loads.  

 
 
 
 
 

According to the table, it is based on the fact that the relative granularity 
degree parameters harshly depend on both the europium impurity addition level 
and applied microindentation test loads. In more detail, granularity degree is 
found to reduce considerably with increasing the europium impurity addition 
level. In this respect, the minimum relative penetrability value is noted to be 
about 1.3360 % at 0.490 N microindentation test load applied.  The parameter 
climbs systematically with the addition level. At the same applied test load, the 
porosity value is measured to be about 17.3001 % for the bulk Eu-5 
superconducting sample. Besides, at 0.245 N microindentation test load applied 
the Eu-5 material possesses the degree of the granularity value of 12.7548 %. At 
the same time, the raise in the applied test load leads to an increment in the 
degree of the granularity value. On this context, the maximum porosity 
parameter is measured to be about 21.0007 % for the Eu-5 sample with the most 
granular structure at the applied microindentation test load of 2.940 N. The 
findings show that both the europium impurity additionalrate and applied 
microindentation test loads trigger the induction of new permanentcrystal 
structure problems founded on the microvoids, strains, omnipresent flaws, 
coupling and connectivity between the adjacent layersin the bulk Bi-2212 
crystal solids. Correspondingly, the mechanical performances and durable 
tetragonal phase as well as the stabilization of the bulk Bi-2212 
superconducting nature cannot stand the maintenance of europium impurity in 
the Bi-2212 crystal structure.  

 
  

Samples 

Applied Indentation Test Loads (N) 

0.245 0.490 0.980 1.960 2.940 

Relative volume fraction porosity (%) 

Pure ----- 1.3360 2.2815 2.5656 2.8257 

Eu-1 1.6788 3.8226 5.0319 5.3238 5.5274 
Eu-2 3.3105 6.6544 8.5795 8.9612 9.1989 
Eu-3 6.5257 10.4900 12.5903 13.1262 13.1538 
Eu-4 9.0668 13.4299 16.0816 16.8394 16.7246 
Eu-5 12.7548 17.3001 20.0419 20.9255 21.0007 
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crystal solids. Correspondingly, the mechanical performances and durable 
tetragonal phase as well as the stabilization of the bulk Bi-2212 
superconducting nature cannot stand the maintenance of europium impurity in 
the Bi-2212 crystal structure.  

 
  

Samples 

Applied Indentation Test Loads (N) 

0.245 0.490 0.980 1.960 2.940 

Relative volume fraction porosity (%) 

Pure ----- 1.3360 2.2815 2.5656 2.8257 

Eu-1 1.6788 3.8226 5.0319 5.3238 5.5274 
Eu-2 3.3105 6.6544 8.5795 8.9612 9.1989 
Eu-3 6.5257 10.4900 12.5903 13.1262 13.1538 
Eu-4 9.0668 13.4299 16.0816 16.8394 16.7246 
Eu-5 12.7548 17.3001 20.0419 20.9255 21.0007 

4. Conclusion 
In the presentstudy, there seems to be a strong link between theEu impurity 

addition mechanism and mechanical performances, durable tetragonal phase, 
and stabilization of granular Bi2.1Sr2.0Ca1.1Cu2.0Oy crystal structure. The 
experimental values are determined from Vickers microindentation hardness 
experiments is accomplished at changed applied test loadsvarying from 0.245 N 
to a load of 2.940 N. The Eu-added Bi-2212 superconducting ceramic 
compounds are produced in different Eu molar concentrationsby the standard 
solid-phase reaction way. The observed Vickers microhardness curves allow us 
to calculate numerically the fracture toughness (KIC), ductility (D), elastic 
stiffness coefficient (C11), and brittleness index (B) properties of the Bi-2212 
ceramic structure. It is determined that all the mechanical performance 
parameters are observed to relymuscularly on both applied test loads and the 
europium impurity addition amount. Thus, it is obvious that the europium 
impurity is successfully introduced in the Bi2.1Sr2.0Ca1.1Cu2.0Oy crystal solid 
nature. Moreover, he existence of europium impurity in the Bi-2212 ceramic 
system rises the crystal construction problems based on the microvoids, strains, 
omnipresent flaws, coupling and connectivity between the adjacent layers in 
bulk Bi-2212 crystal solid system. Hence, the experimental results illustrate that 
the pure sample exhibits much stronger mechanical performance quantities than 
the other ones. Similarly, the same material presents the least reply and 
sensitive to the applied test load while the Bi-2212 organized by the maximum 
Eu impurity additional level exhibits the highest response and critical to the 
microindentation test load applied because of the worst crystal quality. 
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INTRODUCTION 
Reactive oxygen/nitrogen species (ROS/RNS) produced during aerobic 

metabolism play an important role in biological and biochemical processes, 
homeostasis and cell signal transduction.A significant increase in ROS levels 
resulting in oxidative stress which was related to development of many 
disorders such as DNA-based cancer tumor growth, cardiovascular diseases and 
neurological disorders [1,2].Oxidative stress is also a state of imbalance 
between ROS/RNS generation and antioxidant defence system that cause an 
interruption of the redox signal in an living organism. Due to unhealthy 
nutrition schemes, it is associated with many metabolic disorders, and it is 
stated that antioxidant intake can be increased properly.Therefore, the 
regulation of oxidative stress plays a key role into protect cell and tissue 
homeostasis. Because of significant role of various food antioxidants in the 
prevention of these oxidative stress-based diseases, various total antioxidant 
activity (TAA)/capacity (TAC) assays have been developed. TAC analysis 
methods are generally classified as electron transfer (ET), hydrogen atom 
transfer (HAT), and mixed HAT/ET- based assays[3,4]: 

i. HAT based TAC assays: peroxyl radical scavenging (ORAC, TRAP),  
ii. ET based TAC assays: reduction of metal ion (CUPRAC, FRAP)  
iii.  ET/HAT based mixed TAC assays: organic radical scavenging (DPPH, 

ABTS)  
DPPH method is one of the widely used standard spectrophotometric 

ET/HAT based methods for measuring the TAC of complex food and biological 
samples, evaluating the potential of free radical scavenge of an antioxidant and 
determining the antioxidant properties of pure compounds[5,6].When stabil 
DPPH radical interacts with hydrogen/electron donors, it is reduced to 
hydrazine. The dark purple colored DPPH radical gives maximum absorption at 
a wavelength of 515-520 nm. By adding antioxidant to ethanol or methanolic 
DPPH solution, a decrease in absorbance occurs and the color of the radical 
changes from dark purple to yellow with the presence of antioxidant 
compounds/real matrixes [7]. It is natural that the ability to scavenge the DPPH 
radical cannot be directly correlated with the ability to scavenge ROS and RNS 
radicals that are active in physiological conditions. 

The measurement uncertainty is a parameter that reported together with the 
result of a measurement or a test and represents the probability distributions of 
the componentsin measurement results. It is also a statistical parameter that 
defines a range that includes the value of a measurable quantity[8,9]. Thus, it 
defines the range of values that can be encountered in relation to the measured 
quantity. That is: the uncertainty of measurement is calculated and when given 
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together; within which limits the measurement can take place and 
confidence/quality indicates the level. 

The aim of this study is to determine the measurement uncertainty of TAC in 
apple juice using DPPH method. To the best of our knowledge, there is no 
detailed measurement uncertainty study based on the DPPH test with bottom-up 
approach for the TAC determination of commercial apple juice. For this 
purpose, EURACHEM-CITAC [10] and ISO-5725 [11] guides were mainly 
taken to express the uncertainty of measurement and in experimental studies, 
the uncertainty components were performed according to the ISO/IEC 17025: 
2017 [12] standards with a bottom-up approach. 

 
EXPERIMENTALS 
Chemicals  
Trolox (TR) (98%), DPPH (2,2-diphenyl-1-picrylhydrazyl) and ethanol 

(EtOH) were obtained from Sigma Aldrich (Steinheim, Germany). Stock 
solution of TR (1 mmolL-1) was prepared in EtOH and then trolox for 
calibration was diluted with ethanol to give standart solutions of 0.2 mmol L-1. 
Concentrations ranging from 4.0 to 24.0µmolL-1 for the DPPH method are 
obtained. Stock solution of DPPH  (1 µmolL-1) radical was prepared in EtOH. 

TAC-DPPH Assay 
Since the DPPH method is easy and has high sensitivity, it is one of the 

methods that has been widely used in natural antioxidant determinations 
recently. Figure 1 shows the mechanism by which the DPPH radical – less 
stable free nitrogenous radical – interacts with antioxidant compounds and takes 
up hydrogen. The antioxidant effect of a compound is proportional to the 
inhibition of the DPPH radical. The DPPH radical is purple at 515-520 nm and 
shows strong absorption. As the DPPH radical is inhibited by the antioxidant 
compounds, the color changes from purple to yellow, then measured by the 
decrease in absorption at 517 nm using Agilent Cary 100 Bio model UV–Vis 
spectrophotometer (Australia), in accordance with the following (Eq 1.)[13,14]. 

DPPH• + ArOH → DPPH + ArO• + H+( Eq. 1) 
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Chemicals  
Trolox (TR) (98%), DPPH (2,2-diphenyl-1-picrylhydrazyl) and ethanol 

(EtOH) were obtained from Sigma Aldrich (Steinheim, Germany). Stock 
solution of TR (1 mmolL-1) was prepared in EtOH and then trolox for 
calibration was diluted with ethanol to give standart solutions of 0.2 mmol L-1. 
Concentrations ranging from 4.0 to 24.0µmolL-1 for the DPPH method are 
obtained. Stock solution of DPPH  (1 µmolL-1) radical was prepared in EtOH. 

TAC-DPPH Assay 
Since the DPPH method is easy and has high sensitivity, it is one of the 

methods that has been widely used in natural antioxidant determinations 
recently. Figure 1 shows the mechanism by which the DPPH radical – less 
stable free nitrogenous radical – interacts with antioxidant compounds and takes 
up hydrogen. The antioxidant effect of a compound is proportional to the 
inhibition of the DPPH radical. The DPPH radical is purple at 515-520 nm and 
shows strong absorption. As the DPPH radical is inhibited by the antioxidant 
compounds, the color changes from purple to yellow, then measured by the 
decrease in absorption at 517 nm using Agilent Cary 100 Bio model UV–Vis 
spectrophotometer (Australia), in accordance with the following (Eq 1.)[13,14]. 

DPPH• + ArOH → DPPH + ArO• + H+( Eq. 1) 
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Figure 1. Mechanism of interaction of DPPH radical with antioxidant 

compounds. 
To a test tube were added 0.4 mL of 10-3 M DPPH solution, (x) mL apple 

juice and (4.6-x) mL of EtOH (final volume: 5 mL). The mixture was incubated 
for 30 minutes in the dark at room temperature and the decrease in absorbance 
of the DPPH radical was measured at 517 nm wavelength against the EtOH 
solution. 

0.4 mL DPPH + x mL AOX + (4.6-x) mL EtOH (Vtotal= 5.0 mL) 
The TAC-DPPH value of AOX samples (mM TR) was calculated using the 

following Eq.2: 
TAC − DPPH (mM TR) = ΔA

ε
× 𝑑𝑑𝑑𝑑1(𝑟𝑟𝑟𝑟𝑟𝑟 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑟𝑟) × 1000(Eq.2) 

ΔA: A0-A1; A0 and A1, Absorbancesof the DPPH radical in the absence and 
presence of samples (A517), respectively 

Ɛ: The molar absorptivity of TR (Lmol-1cm-1) usingTAC-DPPH assay 
df1: The reaction dilution (x mL sample diluted to 5.0 mL reaction volume) 
Plotting the ΔA of DPPH radical (initial conc. of DPPH radical; 0.4 mL, 1 

mM)  in the presence of TR versus TR concentration (4-24 µmol L-1)gave the 
standard calibration curve. 

 
RESULTS AND DISCUSSION 
Evulation of Uncertainty 
The uncertainty of measurement shows the distribution of possibilities that 

can be detected in relation to the measured amount.Therefore, the uncertainty of 
the measurement or calculated value should be given together when giving the 
measurement result. According to the international metrology dictionary 
(International vocabulary of metrology, VIM) [8,15,16], it is a parameter that 
represents the probability distributions of the components in measurement 
resultsand it should be given as a result of each measurement and reflects the 
level of trust of the analysis. Thus, it gives information about the quality of 
measurement by using the result indicating the extent to which the result 
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represents the real value. The laboratories should systematically examine all 
sources of uncertainty under their own conditions and report the uncertainty 
values together with the measurement result[17,18]. The individual sources of 
uncertainty that significantly affecting of the TAC-DPPH measurement were 
shown in a fishbone diagram (Figure 2). 

 

 
 
Figure 2. Fishbone diagram for measurement uncertainty in TAC-DPPH 

determination of apple juice. 
The uncertainty value of TAC was calculated using Eq 3.  [17].   
  𝑇𝑇𝑇𝑇𝑇𝑇𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 = 2. 𝑋𝑋0 . 𝑓𝑓𝑈𝑈𝑈𝑈𝑟𝑟 . 𝑓𝑓𝑇𝑇.  𝑓𝑓𝑈𝑈𝑇𝑇𝑇𝑇. 𝑓𝑓𝑅𝑅𝑅𝑅(Eq.3) 
• X0 : the calibration curve uncertainty, 
• 𝑓𝑓𝑈𝑈𝑈𝑈𝑟𝑟 : the repeatability uncertainty, 
• 𝑓𝑓𝑇𝑇   : the temperature uncertainty, 
• 𝑓𝑓𝑈𝑈𝑇𝑇𝑇𝑇 : TR standard solution uncertainty,  
• 𝑓𝑓𝑅𝑅𝑅𝑅  : the uncertainty of redox factor (RF) in TAC-DPPH test 
 
TR Standard Solution Uncertainty, Ur(CTR) 
The mass (m), volume (V) and purity (P) uncertainties affecting the final 

concentration of the reference standard solution (CTR) were combined and the 
uncertainty of measurement was calculated. 
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Quantity/Unit Estimate Uncertainty Distribution Factor u(x) u(x)/x 

Mass/g 0.0125 - - 4.2 × 10−5 𝑎𝑎 0.0034 
Purity 0.98 0.02 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  √3 0.0118 0.0118 
Volume/mL 50  𝑟𝑟𝑟𝑟𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟   √6 - 0.0015 

𝑟𝑟 : mass balances standard uncertainty 
 
Reference standard TR solution (CTR=1 mM)  was prepared inEtOH 

(96%)using Eq. 4: 
 
CTR = mTR .p

MWTR.V  (Eq. 4) 

(MWTR: molecular weight of TR) 
 
The measurement uncertainty of the CTR solution was calculated according 

to the equation 5. 
 
ur (CTR) = u(CTR)

CTR
= √(ur(m)2 + ur(P)2 + ur(V)2)(Eq. 5) 

ur(CTR) = √(0.0034)2 + (0.0118)2 + (0.0015)2 = 0.0124 
 
The Calibration Curve Uncertainty, ur(Xo) 
In the DPPH method, six concentrations between 4.10-3 and 24.10 -3 mmol L-

1 were examined. Each of all concentrations for intra-day repeatability was 
performed three times and for six days for recurrence between days. According 
to EURACHEM/CITAC [10] guide, the calibration curveuncertainty was 
calculated as follows: 

 

𝑣𝑣ar (Xo) = var(yobs)
b2 + S2

b2 [ 1
∑ wi

+  (Xo−X̅)2

∑(wiXi
2)−∑(wiXi)2

∑ wi

](Eq. 6) 

where: 
• var(yobs): the variance of the observed variable 
• S : RMSD 
• b : the slope  
• Xo andXi:  the concentration obtained from calibration curve and 

reference solutions, respectively  

• X : the mean of the concentrations used in the formation of calibration 
curve 
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u(XO) = √var(XO ) = 0.00006 mmol/L  (Eq. 7) 

ur  (XO) =  u(XO)
XO

= 0.00006
0.02483 = 0.00243    

 
Repeatability Uncertainty, upr 
Repeatability of the TAC of apple juice by using the DPPH method was 

calculated. The TAC of apple juice was experimentally determined by 
analyzing ten independent measurements for six days.According to the ISO 
5725-3:1994 standard, the repeatability uncertaintyof the DPPH method was 
calculated [11] (Table 2). 

 
Table 2. TAC-DPPHresults of apple juice samples(µmol L-1). 

Measurement 1 2 3 4 5 6 
 

1 597.7 597.2 596.5 597.9 599.8 598.0  

2 599.8 596.5 597.2 598.6 598.3 598.4  

3 597.9 598.0 600.5 598.7 597.4 599.5  

4 597.5 599.8 599.1 559.4 597.0 598.1  

5 598.2 597.8 597.5 599.6 597.3 598.0  

6 597.4 599.4 598.4 598.6 598.0 599.8  

7 600.4 598.5 598.2 600.5 597.9 599.3  

8 599.4 597.3 597.9 597.9 597.7 599.5  

9 596.9 599.9 597.7 599.7 597.7 598.6  

10 597.4 597.2 597.3 599.2 599.6 599.9  

       X a 

X b 598.3 598.2 598.0 598.9 598.1 598.9 598.41 

         S2rj c 1.418 1.418 1.267 0.746 0.899 0.553  
a general mean; b  the mean  and cthe variance of the group; n=5 
  
The variance homogeneity of the TAC-DPPH data series was tested by the 

Cochran’s test(Eq. 8) for the DPPH method, and the results confirmed the 
homogeneity of variances (d= 6;(v) = n-1 = 9).  

Cexp = Srjmax
2

∑ Srj
2d

j=1
= 0.2250 ≤ Ctab.(v,d)(p = 0.95 %) = 0.3584                                

(Eq. 8)  
where: 
Ccrit and Cexp: critical and experimentally found value, respectively, 
 
S2

rj  S2
rjmax: the estimated and the highest variance, respectively. 
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S2

rj  S2
rjmax: the estimated and the highest variance, respectively. 

Application of DPPH method In-day certainty,  (S2
r) and intermediate-

precision (S2
I(T))were calculated using Eq. 9 and Eq. 10 respectively. 

 
𝑆𝑆𝑟𝑟

2 = 1 𝑑𝑑⁄ ∑ 𝑆𝑆𝑟𝑟𝑟𝑟
2𝑑𝑑

𝑟𝑟=1 = 1.050(µmol/L)2(Eq. 9) 
𝑆𝑆𝑟𝑟 = 1.025 (µmol/L) 

 
𝑆𝑆𝐼𝐼(𝑇𝑇)

2 (𝑆𝑆𝑟𝑟
2 𝑛𝑛⁄⁄ ) = 1.03 ≤ 𝐹𝐹 (𝑝𝑝 = 95%; 𝑣𝑣𝐼𝐼𝐼𝐼 = 5, 𝑣𝑣𝑟𝑟 = 54) = 2.386(Eq.10) 

 
The variance coefficient (CV) of TAC-DPPH method in repeatability 

analysis was calculated using Eq. 11. 
 
𝐶𝐶𝐶𝐶 = 𝑆𝑆𝑟𝑟

𝑋𝑋 = 1.025
598.414 = 0.0017(Eq. 11) 

 
To determine the uncertainty of measurement from the certainty in DPPH 

test was calculated using Eq. 12 
 
𝑢𝑢(𝑟𝑟𝑟𝑟𝑟𝑟) = 𝐶𝐶𝐶𝐶

√𝑛𝑛 = 0.0017
√3 = 0.0098 (𝑛𝑛 = 3)(Eq. 12) 

 
The individual random effects in the TAC-DPPH measurement (Table 3) 

were analyzed by one-way ANOVA. 
 
Table 3. Evaluation of TAC-DPPH results of apple juices with respect to the 

one-way ANOVA.  
Summary       
Groups Count Sum Average Variance   
1 10 5982.851 598.2851 1.41867   
2 10 5981.715 598.1715 1.41832   
3 10 5980.475 598.0475 1.26748   
4 10 5989.627 598.9627 0.74608   
5 10 5980.992 598.0992 0.89930   
6 10 5989.212 598.9212 0.55286   
ANOVA       
Variance Sources SS df MS F Pvalue Fcriteria 

Between Groups 8.670786 5 1.734157 1.650861 0.162417 2.38607 

Within Groups 56.72464 54 1.050456    
Total 65.39542 59     

 (Fexp.=1.65 < Fcrit.=2.38) 
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Temperature Uncertainty 
DPPH analyzes were performed in room temperature conditions. Water bath 

was used to determine the uncertainty associated with temperature. For this 
purpose, the water bath is set to 25 ± 0.3. The temperature uncertainty (ur(T)) 
was calculated as follows (Eq. 13): 

𝑢𝑢(𝑇𝑇) = △ 𝑇𝑇
√6

= 0.122 

𝑢𝑢𝑟𝑟 (𝑇𝑇) = 𝑢𝑢(𝑇𝑇)
𝑇𝑇 = 0.00489(Eq. 13) 

 
CONCLUSIONS 
In this study, the bottom-up approaches for the measurement uncertainty of 

TAC-DPPH analysis of commercial apple juice sample were assessed, and the 
related expanded uncertainty was calculated at 95% confidence interval 
(coverage factor of 2).The individual uncertainty components in TAC-DPPH 
measurements of apple juice were listed in Table 4. Seemingly, the relative 
contributions of each components to the combined uncertainty of TAC-
DPPHwas given in a bar diagram (Figure 3)and the roles played in the 
expanded uncertainty were also clarified. As a result, ur(CTR), presented the 
highest contrubution to the extended uncertainty. 

 

 
Figure 3. Uncertainty contrubutions of all sources in spectrophotometric 

TAC-DPPH measurements of apple juice. 
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Table 4. The individual uncertainties of the sources in spectrophotometric 

TAC-DPPH measurements of apple juice in accordance with the EUROCHEM 
Guide. 

Quantity Relative uncertainty Uncertainty 

0X  ( )0ru X  
0.0024 

repf  ( )ru rep  
0.0009 

Tf  ( )ru T  
0.0049 

TroloxCf  ( )r Troloxu C  
0.0124 

RFf  ( )ru RF  
0.0045 

 ( )ru TAC  
0.0143 

 
 ( ) ( )2aU TAC k =  

17.11 

 

aU(TAC) as μmol L-1 and TAC-DPPH of the apple juice = 598.41 μmol L-1. 
 
u(TAC)

TAC
= √(u(XO)

XO
)

2
+ u(rep)2 + (u(T)

T
)

2
+(u(pH)

pH
)

2
+ (u(CTR)

CTR
)

2
+ (u(RF)

RF
)

2
                            

(Eq. 14) 
 
𝑈𝑈(𝑇𝑇𝑇𝑇𝑇𝑇) = 𝑢𝑢𝑟𝑟(𝑇𝑇𝑇𝑇𝑇𝑇) × 2(Eq. 15) 
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1. Introduction 
L-asparaginase (L-ASNase, EC 3.5.1.1.) is a member of amidohydrolase 

group enzymes and catalyzes the breakdown of the amino acid L-asparagine into 
L-aspartic acid and ammonia (NH3) (Nunes et al. 2020). L-ASNase, which is 
frequently preferred in industrial areas such as food, therapeutic, and biosensor 
applications due to this mechanism of action, is an extremely important 
biocatalyst of the global enzyme market (Barros et al. 2022). 

Because of the hydrolytic catalysis feature, L-ASNase can be used as a 
significant chemotherapeutic agent for the treatment of a variety of 
lymphoproliferative disorders and lymphomas, especially Acute Lymphoblastic 
Leukemia (ALL) and Hodgkin's Lymphoma (Cachumba et al. 2016). In addition, 
it is a very valuable enzyme because it plays a role in the inhibition of acrylamide, 
which occurs as a side reaction during the industrial processing of food (Narta et 
al. 2007). 

According to molecular studies, L-ASNase is usually found in tetramer form. 
However, there are also hexameric, dimeric, and monomeric forms of 
asparaginases isolated from various sources (Jia et al. 2021). Most of the L-
ASNase enzymes isolated from bacteria consist of quaternary and tertiary 
structures. (Batool et al. 2016). This enzyme can be obtained in nature from a 
wide variety of organism sources, from prokaryotes to vertebrates (Eisele et al. 
2011). 

This chapter summarizes the importance of L-ASNase, the different sources 
from which this enzyme is obtained, and its applications in various fields. 

 
2. Mechanism of Action 
The mechanism by which the L-ASNase enzyme catalyzes the hydrolysis of 

L-ASNase to L-aspartic acid and NH3 occurs in two steps (Fig 1):  
Firstly, a strong base (NH2) activates the nucleophilic residue of L-ASNase. 

The activated enzyme attacks the amide carbon atom of L-asparagine (substrate). 
Thus, the beta-acyl-enzyme intermediate product is generated. In the second 
stage, the nucleophile activated by a water molecule attacks the ester carbon, 
forms L-aspartic acid and liberates the ammonia molecule (Cachumba et al. 
2016). 
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Fig 1. Hydrolysis reaction mechanism of L-asparaginase. Nuc: nucleophile 

(by author) 
 
3. Various Sources of L-asparaginase 
L-ASNase enzyme can be isolated in nature from a wide variety of organism 

sources, from prokaryotes to vertebrates (Eisele et al. 2011). Apart from human 
beings, the L-ASNase enzyme is naturally expressed and produced by many 
organisms, including plants, animals, and microorganisms (bacteria, 
Actinomycetes, algae, fungi, and yeast) (Wakil and Adelegan, 2019). However, 
the extraction of this enzyme from plants and animals is quite difficult. Therefore, 
researchers have turned to a wide range of microbial sources to isolate L-ASNase 
(Batool et al. 2016). The L-ASNase-producing microorganism can be isolated 
from the environment such as soil, water, marine/river sediment, sea sponges, 
algae, and plants (Jia et al. 2021). In this chapter, only L-ASNase enzymes of 
microbial origin are mentioned. 

 
3.1. Bacterial Sources  
Microorganisms, especially bacterial strains, are preferred over other sources 

of L-ASNase production because they have some advantages: rapid growth in 
short fermentation times, ease of upstream and downstream processing in 
industrial scale production, ease of production with high yield and purity, having 
low production costs, being more stable, growing easily in the presence of simple 
substrates, being easily genetically modifiable, etc (Lopes et al. 2015; Vimal and 
Kumar, 2017; Chand et al. 2020). 

L-ASNase has been isolated from both Gram-positive and Gram-negative 
bacterial strains which can grow in different environments. Gram-positive 
bacteria have a wider production range than Gram-negative bacteria (Asthana and 
Azmi, 2003). 

Bacterial L-ASNases are divided into two types based on their cellular 
locations and on the activity towards L-asparagine and L-glutamine: Type I and 
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bacterial strains which can grow in different environments. Gram-positive 
bacteria have a wider production range than Gram-negative bacteria (Asthana and 
Azmi, 2003). 

Bacterial L-ASNases are divided into two types based on their cellular 
locations and on the activity towards L-asparagine and L-glutamine: Type I and 

type II L-ASNase (Izadpanah et al., 2018). Type I L-ASNases are found in the 
cytosol (cytosolic asparaginases) and show a lower affinity for L-asparagine and 
a higher affinity for L-glutamine. Type II L-ASNases are found in the periplasmic 
spaces and show a high affinity for L-asparagine and less affinity for L-
glutamine. Specifically, they are produced extracellularly (Olivieria et al. 2021).  

L-ASNase type II shows better antitumor activity than type I and is used as a 
chemotherapeutic agent (Zhang et al. 2015). It is also used in the food industry to 
remove asparagine before food processing to reduce acrylamide formation 
(Hendriksen et al. 2009).  

Although L-ASNase enzymes are obtained from many bacterial strains (Table 
1), Escherichia coli and Erwinia chrysanthemi have been used frequently in 
industrial and clinical applications for many years due to their high affinity and 
low glutaminase activities (Kotzia and Labrou, 2005). Table 1 displays various 
bacterial L-ASNase sources. 

 
3.2. Fungal Sources 
Fungal sources, like bacteria, are microorganisms that produce L-ASNase 

with high efficiency (Chand et al. 2020). The L-ASNase enzymes they produce 
are used as food processing agents, especially in the food industry (Aiswarya and 
Baskar, 2018). From a health point of view, fungal L-ASNases are thought to 
cause less immunogenicity because they are cellularly closer to humans as 
compared to bacteria (Chand et al. 2020).  

It has been reported that bacterial L-ASNases can cause some immunological 
side effects that limit their use, such as allergic reactions, thrombosis, 
hyperglycemia, and coagulation abnormality (Doriya and Kumar, 2016). 
However, compared to bacteria, fungi are more closely related to humans. 
Therefore, fungal L-ASNases may have fewer immunological adverse effects 
(Shrivastava et al. 2012). Asparaginase from some fungal genera, such as 
Fusarium, Penicillium, and Aspergillus, exhibited anti-lymphoma activity and 
had no effect on L-glutamine (Nagarethiam et al. 2012). Furthermore, it is very 
easy to purify fungal L-ASNase is produced extracellularly. Therefore, it has 
recently gained importance as a source of L-ASNase, and several L-ASNase-
producing fungal sources are shown in Table 1.  

 
3.3. Actinomyces Sources 
Like bacteria and fungi, Actinomycetes are good producers of the L-ASNase 

enzyme (Sahu et al. 2007). They are abundant in soil, water, sediments, and 
nature worldwide, but it has been reported that the enzyme obtained from species 
living in fish especially shows high activity (Batool et al. 2016). Many studies 
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have been reported on the L-ASNase enzyme isolated from strains of the genus 
Streptomyces, a member of the Actinomycetes group (Usha et al. 2011; Sudhir et 
al. 2012; Meena et al. 2015; Saleena et al. 2022). Some Actinomycetes strains 
producing L-ASNase are given in Table 1. 

 
3.4. Yeast Sources 
Yeasts have been becoming an attractive alternative source for L-ASNase 

production. Some investigations have reported the use of the yeasts 
Saccharomyces sp., Pichia sp., Candida sp., Spobolomyces sp., Hansenula sp., 
and Rhodotorula sp. for L-ASNase production (Cachumba et al. 2016). It has also 
been mentioned that the enzyme obtained from yeast shows antitumor activity 
(Nagarethiam et al. 2012).  In a study, it was stated that a protein expression 
system based on the L-ASNase enzyme was developed in Pichia pastoris yeast 
(Sajitha et al. 2015). They reported that this new system could be effective in the 
production of humanized enzymes by glycosylation patterns similar to those of 
mammals. Some of the L-ASNase-producing yeasts are also listed in Table 1. 

 
3.5. Algal Sources 
In recent years, the reasons why blue-green microalgae used in the production 

of L-ASNase have been preferred as an interesting alternative source are: high 
nutritional content, low production costs, high-efficiency enzyme production, 
ease of cultivation, harvestability, no seasonal variation, etc (Abd El Baky and El 
Baroty, 2016). Some of the L-ASNase-producing algae included in various 
research are represented in Table 1. 
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Table 1. L-asparaginase-producing microbial sources  
L-ASNase Source Reference 

Bacteria  
Acinetobacter baumannii Muslim (2014) 
Bacillus amyloliquefaciens MKSE Yim and Kim (2019) 
Bacillus licheniformis Gulati et al. (1997) 
Bacillus pumilus Sindhwad and Desai (2015) 
Bacillus sonerensis Aly et al. (2020) 
Escherichia coli MTCC 739 Vidya et al. (2011) 
Pectobacterium carotovorum MTCC 1428 Kumar et. al. (2011) 
Streptococcus sp. D2 Wakil and Adelegan (2015) 
Thermococcus gammatolerans EJ3 Zuo et al. (2014) 
Actinomycetes  
Nocardiopsis alba NIOT-VKMA08 Meena et al. (2015) 
Streptomyces brollosae NEAE-115 El-Naggar et al. (2018) 
Streptomyces ginsengisoli  Deshpande et al. (2014) 
Streptomyces koyangensis SK4 Saleena et al. (2022) 
Streptomyces noursei MTCC 10469 Dharmaraj et al. (2011) 
Streptomycetes parvulus KUAP106 Usha et al. (2011) 
Algae  
Chlamydomonas sp.  Paul (1982) 
Chlorella vulgaris  Ebrahiminezhad et al. (2014) 
Spirulina maxima Abd El Baky and El Baroty (2016) 
Fungi  
Aspergillus alliaceus Gulati et al. (1997) 
Aspergillus niger Mishra (2006) 
Aspergillus terreus Aiswarya and Baskar (2018) 
Cladosporium sp. Kumar and Manonmani (2013) 
Fusarium solani Nakahama et al. (1973) 
Flammulina velutipes Eisele et al. (2011) 
Penicillium crustosum NMKA 511 Khalil et al. (2011) 
Rhizomucor miehei Huang et al. (2014) 
Trichoderma viride Pers: SF Grey Lincoln et al. (2015) 
Yeast  
Candida utilis Kil et al. (1995) 
Candida utilis ATCC9950 Momeni et al. (2015) 
Pichia polymorpha Foda et al. (1980) 
Saccharomyces cerevisiae Bon et al. (1997) 
Yarrowia lipolytica DSM3286 Darvishi et al. (2019) 
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4. L-asparaginase Applications 
4.1. The Role of L-ASNase as an Anticancer Drug 
L-ASNase is one of the therapeutic agents combined with drugs used in the 

treatment of many cancers, such as ALL (Acute Lymphoblastic Leukemia), 
Hodgkin's disease, chronic lymphatic leukemia, myelomonocytic leukemia, 
melanosarcoma, reticulosarcoma, and lymphosarcoma (Kidd, 1953; Broome. 
1961).  

The L-ASNase enzyme catalyzes the breakdown of the non-essential L-
asparagine amino acid in the blood, which is not needed by normal cells but is 
needed by cancer cells, into aspartate and ammonia (Chand et al. 2020). Healthy 
cells can synthesize L-asparagine from L-aspartic acid through the asparagine 
synthetase enzyme (Mostafa et al. 2019). However, tumor cells lack this enzyme 
(Fig 2).  

 
Fig 2. Effect of L-ASNase on normal and tumor cells (by author) 
 
In the absence of L-asparagine, malignant cells cannot perform their vital 

activities such as protein and DNA synthesis and die off (Salzer et al. 2014; 
Batool et al. 2016). This enzyme provides significant healing against cancer by 
depriving cancerous cells of the amino acid L-asparagine. 

There are three types of L-ASNase used as drugs in the treatment of ALL: 
asparaginase (from E. coli), Pegaspargase (L-ASNase from E. coli and attached 
to polyethylene glycol), and Erwinia asparaginase (from E. caratovora) (Chand 
et al. 2020). Cristanaspase (USA), L-Asnase (USA), Elspar (USA), Leumase 
(Japan), Crasntin (Germany), Kidrolase, Oncaspar, Crisantas, Erwinase, Pasum, 
PEGasparaginase, Pegasparagasum are also commercially available therapeutic 
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(Japan), Crasntin (Germany), Kidrolase, Oncaspar, Crisantas, Erwinase, Pasum, 
PEGasparaginase, Pegasparagasum are also commercially available therapeutic 

L-ASNase products. Today, they are used in drug formulations together with 
various chemotherapeutic agents such as prednisone, methotrexate, and 
vincristine (Vimal and Kumar, 2017). 

 
4.2. The Role of L-ASNase in Food Industry 
In the food industry, heat treatment is applied to foods (biscuits, cookies, 

snacks, coffee, bread, French fries, cereals, etc.) to improve or preserve their 
nutritional properties. L-asparagine, which is found in most starchy foods, reacts 
with the reduced sugar during heat treatment (above 120°C) to form acrylamide 
(C3H5NO) (Fig 3), a carcinogenic and neurotoxic by-product of the Maillard 
reaction (browning process) (Mottram et al. 2002). When L-ASNase is used 
before frying and cooking, the amino acid L-asparagine, one of the precursors of 
acrylamide, is hydrolyzed and the amount of acrylamide formed in foodstuffs is 
reduced (Yim and Kim, 2019).  

 

 
Fig 3. Acrylamid formation in starchy foods (by author) 
 
Two commercially available brands of asparaginases for reducing acrylamide 

in starchy foods are Acrylaway® (Novozymes, Denmark) from Aspergillus 
oryzae and PreventAse™ (DSM Food Specialties Den-mark) from Aspergillus 
niger (Adebo et al. 2017). 
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4.3. The Role of L-ASNase in Biosensors  
Many spectroscopic techniques such as XPS, XRD, TEM, and SEM are costly 

and difficult applications used in the determination of L-asparagine (Zubavichus 
et al. 2004). For this reason, the demand for the development of inexpensive, 
reliable, and practical biosensors has increased. Therefore, researchers have 
developed biosensors to analyze L-asparagine levels in the food industry and in 
the treatment of leukemia (Verma et al. 2007). The mechanism of action of this 
biosensor is based on the activity of the L-ASNase enzyme. Ammonium ions 
released as a result of hydrolysis of asparagine with L-ASNase enzyme cause 
changes in pH, color, and absorption. In this way, the amount of asparagine is 
determined (Batool et al. 2016). 

 
4.4. The Role of L-ASNase in Amino Acid Metabolism 
L-ASNase is involved in the biosynthesis of amino acids threonine, lysine 

isoleucine, and methionine, which are members of the aspartic family (Qeshmi et 
al. 2018). Aspartic acid, which is the direct precursor of these amino acids, occurs 
as a result of the hydrolysis of asparagine by L-ASNase or from the Krebs cycle. 
At the end of the hydrolysis reaction, commercially important amino acids lysine, 
threonine, and methionine are formed from aspartic acid (Batool et al. 2016). 

 
5. Conclusion 
In this chapter, various sources and industrial applications of the L-ASNase 

enzyme have been presented. The microbial L-ASNase isolated from various 
microorganisms has a very important place in the industry, both as a therapeutic 
agent and playing a key role in the reduction of acrylamide. Considering the wide 
application possibilities of the enzyme in modern fields such as health, food, and 
biosensor applications, it seems that there is a lot of research to be done on this 
fabulous enzyme. 
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Introduction 
Epilepsy is a neurological disorder characterized by transient and recurrent 

seizures (1-2). There is still no effective treatment strategy to eliminate the 
seizures due to limited knowledge about the mechanisms underlying epileptic 
conditions (2-3).  

Generalized tonic–clonic seizures (GTCS) are observed in 90% of epileptic 
patients (4). Seizures either bilaterally are generated from distribute whole brain 
or formed from one hemisphere (5). They are identified as the activity of tonic 
phase with the frequency of >13 Hz and low amplitude with the frequency of 
≤10 Hz, and high amplitude slow-wave oscillations (5-6). Frequent GTCS are 
higher risk factors for the sudden unexpected death (7). Thus, management of 
these seizures is of great importance. Even though their pathophysiology 
remains unclear (8), evidence suggests that GTCS rather affect specific brain 
regions most intensely, particularly the hippocampus. Indeed, the hippocampus 
has been shown by molecular alterations after GTCS, which represents its 
possible role in the generation and propagation of such seizures (8-9). 

Considering the role of proteins in brain functioning, the investigation of the 
alterations in proteins in hippocampus brain region after GTCS would be 
beneficial as also suggested by previous works (9-11). Attenuated Total 
Reflectance Fourier Transform Infrared (ATR-FTIR) spectroscopy is suitable 
for this analysis. It can be applied to a variety samples, for determining protein 
content and secondary structure (12-14). In an ATR-FTIR spectrum of a 
biological sample, the Amide I band is accepted as a combination of discrete 
underlying modes unique to secondary structures of proteins. Using methods 
such as the second derivative and curve-fitting analyses it is possible to study 
structural components of proteins. These methods allow the quantitative 
estimation of protein secondary structures (15-17), which can be also confirmed 
by X-ray crystallography (15,18). Owing to such advantage ATR-FTIR 
spectroscopy has been increasingly employed to monitor the alterations in 
proteins induced by disease' states, which is not easily detectable by 
morphological methods, in native environments such as within cells and tissues 
(12,14,19-20). 

The present work was focused on the investigation of the effects of acute 
GTCS on proteins in the hippocampus. For this purpose, the relative changes in 
the secondary structure components and amount of proteins in the hippocampus 
were determined by ATR-FTIR spectroscopy combined with principal 
component analysis (PCA). 
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Materials and methods 
Animal experiments and sample preparation 
Animal experiments were performed in compliance with the European 

Community Council Directive of 24 November 1986, and the procedures were 
hold the approval obtained by the local animal welfare authorities (KOU 
HAYDEK, approval number 7/3-2016). Adult Wistar male rats were divided as 
the control group (n = 7) and the GTCS group (n = 7). Rats had free access of 
food and water ad libitium under standard laboratory conditions (21°C, 12:12-h 
dark-light cycle: lights on at 07:00 and off at 19:00). During five days, saline 
solution was applied to the control group, while 60 mg/kg dose of 
pentylenterazol was injected i.p. to the GTCS group. After each injection, no 
rats in the control group had a seizure. But, all rats in the GTCS group had 
tonic-clonic seizures based on the Racine scale (21). Five days later, all animals 
were decapitated under ether anesthesia. The hippocampus regions were 
dissected out and kept at -80 ° C until analyses. 

Hippocampus samples were chopped in homogenization buffer containing 
0.25 M sucrose, 10 mM Tris−HCl, pH 7.4, 1 mM EDTA, and 1 mmol PMSF. 
The samples were homogenized by a Potter Elvehem type glass-Teflon 
homogenizer, and subsequently centrifuged at 100 000 g for 1 h at 4 °C. The 
pellet fractions were stored at −70 °C until spectral experimentation. 

Spectral collection and data processing 
Spectral acquisition was done by a Spectrum Two FT-IR spectrometer 

(PerkinElmer Ltd., UK), equipped with a Universal ATR accessory using the 
single-bounce mode. To avoid the interference of atmospheric water on spectra, 
the background was collected on the empty cell (no sample loaded), and was 
later subtracted automatically from sample spectra using Perkin-Elmer 
Spectrum software. 10 μl homogenate was placed on ATR-Diamond/ZnSe 
crystal, and spectra were obtained in 4000 to 1000 cm−1 region with 100 
interferograms at a resolution of 4 cm−1. Three independent scanning from the 
same hippocampus homogenate were performed. The average spectra of the 
replicates from one hippocampus were examined during the spectral analysis 
(22-24). Since water absorption modes in samples overlap protein bands (1700-
1500 cm-1), the buffer was scanned and subtracted from each sample spectrum 
using Perkin Elmer software. These subtracted spectra were used for spectral 
analysis. The band positions were obtained using the frequency corresponding 
to the center of 80% x-height of the peak. The Amide I and Amide II peak areas 
were calculated. In addition, Amide I/Amide II and Amide I/Amide I+Amide II 
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ratios were obtained by dividing the integrated area of Amide I to Amide II, and 
Amide I to the sum of the areas of Amide I and Amide II, respectively. 

Estimation of protein secondary structures 
The Amide I band (1720-1590 cm-1) was analyzed by Peak Spectroscopy 

Software (Operant LLC, US). Sub-bands under Amide I mode were acquired by 
taking second derivative of spectra with the 7–9 point Savitsky–Golay 
smoothing function and polynomial order of 2. The identified hidden peaks 
were assigned, and negative value peak intensity were measured.  

With the same program curve fitting was performed on baseline corrected 
Amide I. Secondary structure calculations were performed using selected bands. 
During the fitting procedure using Gaussian peak-fit components, peak height 
was free. Fifty iterated optimization algorithm was done in each fit. The 
iteration was performed when the coefficient of determination (R2) became 1 
(%100) and was stopped until the best fit was obtained (chi-square ≤ 1.10-6). 
The analysis results were expressed as peak position and as the percentage area. 

Measurement of protein amount (Bradford assay) 
Bradford assay, a well-adopted test, was performed to determine the protein 

content of groups. The samples were homogenized in cold 100 mM buffer 
containing protease inhibitors (pH 7.4). Standard protein solutions were 
prepared by using bovine serum albumin at different concentrations (0, 0.125, 
0.25, 0.50, 0.75, 1 mg/mL). Upon adding Bradford reagent on the tubes of 
hippocampus samples and standards, all samples were incubated for 5 min and 
absorbance values were measured at 595 nm.  

Principal Component Analysis (PCA) 
PCA was utilized by Unscrambler 10.4 (Camo Software, Oslo, Norway) on 

normalized second derivative spectra that smoothed with the Savitzky–Golay 
algorithm based on the selected spectral region between Amide I band (1720-
1590 cm-1). 

Statistical Analysis 
The results were expressed as 'mean ± standard deviation'. All data were 

analyzed by ANOVA test. A 'p' value less than or equal to 0.05 was considered 
as statistically significant. The degree of significance was signed as less than or 
equal to p≤0.05*. 

Results and Discussion 
The current study performed infrared spectroscopic analysis of the proteins 

in native environment (14,16,22-23). It is worth mentioning that this technology 
is restricted to give information about proteins in a biological sample without 
focusing on specific ones, thus the obtained spectral data from the hippocampus 
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homogenates only gives data about the whole protein profile of the 
hippocampus including every kinds of proteins within the cell. On the account 
of this, the present work study was conducted to determine the relative changes 
in the secondary structure components and amount of proteins in the 
hippocampus region after acute GTCS, as similarly in previous reports (16,22-
23).  

Figure 1A illustrates the average absorbance spectra of the hippocampus 
homogenates for the control and the GTCS group in the region of 1840-1480 
cm-1.  The bands centred at around 1655 cm-1 and 1545 cm-1 are assigned to the 
Amide I and the Amide II vibrations of proteins. The mode at 1655 cm-1 
(Amide I) corresponds to the C=O stretching of proteins. Each type of 
secondary structure correlates to this C=O frequency due to its unique 
molecular geometry and hydrogen bond pattern (11,22). The band located at 
1545 cm-1 (Amide II) is attributed to the N-H bending and the C-N stretching 
modes of proteins (15,18,22-24). Principally, spectral analysis of these modes 
gives structural and quantification information about proteins within the 
biological samples without the need for isolation (23-25). According to Beer-
Lambert law, the area of the Amide absorptions offers relative information for 
the content of proteins, which has been previously confirmed by biochemical 
assays (25-26). The alterations in protein amount of the samples were detected 
by calculating the integrated areas of Amide I and II modes. In addition, to 
minimize differentiation of experimental conditions such as alterations in 
thickness, the area ratios of Amide I/Amide II and Amide I/Amide I+Amide II 
were calculated as in previous reports (14,24-25,27). Results of those 
measurements were given in Figure 1B and 1C.  

 

 
Figure 1. (A) Average absorption infrared spectra of the hippocampus for 

control and GTCS groups in the region between 1840-1480 cm−1. 
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Figure 1. (B) Measurements of integrated areas of Amide I and Amide II 

modes. (C) Amide I/Amide II and Amide I/Amide I+Amide II area ratios, 
Bradford assay results for control and GTCS groups. 

 
As shown in Figure 1A, 1B, 1C, the Amide I, Amide II areas, and Amide 

I/Amide II and Amide I/Amide I+Amide II ratios significantly (p≤0.05*) 
decreased for the GTCS group in comparison with the control one, which was 
also affirmed by the Bradford assay (also given in Figure 1C). This result may 
suggest that GTCS cause a decrement in whole protein content in the 
hippocampus. Previous proteomic analyses on the hippocampus after GTCS 
have shown that some proteins like neurogranin (28) and NMDA receptor (29) 

increase. Moreover, the immediate-early and growth factor genes are activated 
following these types of epileptic activities (29-30). Taking this into account, it 
seems that there is a tendency to an elevated level of protein content in the 
hippocampus after GTCS. But, it should be emphasized that proteins are under 
attack of free radicals, produced in a very high amount during epileptic seziures. 
These molecules cause protein degradation (14,22,25). Thus, it is highly 
probable that newly synthesized proteins upon GTCS might also be disrupted 
and degraded by free radicals. In addition, despite the studies reported an 
increased level of specific proteins in the hippocampus after GTCS, there are 
also works showing that a variety of proteins in the hippocampus such as stress-
induced phosphoprotein 1, coronin-1 SIR2-like Dynamin-1 Synapsin-1 are 
down-regulated (28). In sum, as stated before, the findings in the current study 
are related to the whole protein profile in the hippocampus region, therefore; 
cumulative protein content in the hippocampus might be lowered due to GTCS. 
Such decline in protein content in the hippocampus after acute GTCS may 
result in susceptibility to proteolysis, tissue damage, and neurotoxicity (31). 
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Such circumstances may further cause spontaneous and repetitive epileptic 
activities, also in turn epileptogenesis.   

The Amide I/Amide II area ratio (in Figure 1C) is also related with a change 
in the protein secondary structure in the diseased tissues in comparison to the 
normal ones (14,25,27). Even though epilepsy is not a condition for specific 
protein misfolding, it contains pathological events such as alteration in ion 
homeostasis, and protein oxidation. These situations may result in the disruption 
of the hydrogen bonding of polypeptide chains, further stimulate protein 
aggregation. To better estimate this, the variations in protein secondary 
structure the Amide I mode (1720-1590 cm-1) was further analyzed as 
previously done by us (22-23,32) and others (15-16,33). The Amide I band 
consists of many overlapping modes that represent different secondary structure 
elements of proteins such as alpha-helix, β-sheet, and β-turn (16-17,32). 
However, such secondary structure components may not be readily observed in 
an absorbance spectrum. Therefore, a second derivative spectrum is used to 
sharpen hidden peaks (15,32). The second derivative spectra of the control and 
the GTCS groups were illustrated in Figure 2A. The obtained the sub-bands 
under Amide I mode in second derivative spectra were assigned according to 
the literature. The mode at around 1710 cm-1 is from β turns, the band at around 
1695 cm-1 and 1675 cm-1 are generally attributed to anti-parallel β and parallel 
β, respectively. The peak at around 1655 cm-1 is due to α-helix. Next two modes 
located at around 1635 cm-1 and 1625 cm-1 are associated with β sheet and β 
turn. Intermolecular aggregated β structure appears at around 1615 cm-1 (14-
15,22-23,33). 

 

 
Figure 2. (A) Average second derivative spectra of the hippocampus for 

control and GTCS groups in the region between 1720-1590 cm−1. 
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Table 1. Numerical data of analysis of second derivative and curve fitting 

for control and GTCS groups.  The values are the mean ± standart deviation for 
each sample. The degree of significance was denoted as (p≤0.05*). 
 
 Control (n=7) GTCS (n=7) 
Second Derivative  
 Wavenumber 

(cm-1) 
Intensity 

(10-3) 
Wavenumber 

(cm-1) 
Intensity 

(10-3) 
β turns 1711.22±0.53 -0.003±0.0001 1709.84±0.39 -0.002±±0.0001↓ 
Anti-parallel 
β 

1695.10±0.49 -0.018±0.0002 1692.90±1.05 -0.023±0.0003*↑ 

Parallel β 1678.32±1.65 -0.009±0.0013 1676.05±1.09 -0.009±0.0005 
α-helix 1656.28±0.57 -0.062±0.0027 1655.01±0.46 -0.060±±0.0098↓ 
β sheet 1635.73±0.84 -0.028±0.0064 1633.92±1.04 -0.031±0.0076*↑ 
β turns 1630.09±1.55 -0.011±0.0009 1630.55±1.61 -0.020±0.0055**↑ 
Int. agg. β - - 1615.61±0.48 -0.005±0.0008*↑ 
Curve Fit 
 Wavenumber  

(cm-1) 
Peak Area  
(%) 

Wavenumber 
 (cm-1) 

Peak Area  
(%) 

β turns 1707.09±0.45 0.41±0.009 1706.57±1.29 0.74±0.012*↑ 
Anti-parallel 
β 

1695.67±0.26 4.41±0.92 1692.45±1.13 11.00±1.69*↑ 

Parallel β 1678.09±1.83 11.65±2.06 1678.04±0.54 7.59±1.85*↓ 
α-helix 1659.09±1.16 57.35±2.48 1659.67±1.09 50.33±1.44*↓ 
β sheet 1633.34±1.51 23.49±0.45 1634.45±1.18 26.69±0.62*↑ 
Int. Agg. β 1615.04±0.77 2.69±0.83 1616.21±0.69 3.65±0.08*↑ 

 
Table 1 demonstrates the second derivative intensity values of each mode 

under Amide I mode of the groups. As illustrated in Figure 2A and Table 1, 
there some considerable differences between the control and the GTCS second 
derivative spectra. Indeed, there was a slight decrement in β turns (1710 cm-1) 
and in α-helix (1655 cm-1). A significant (p≤0.05*) increment in anti-parallel β 
(1695 cm-1) and β sheet (1635 cm-1) was obtained. More importantly, intensity 
values of β turn mode at around 1625 cm-1 were dramatically increased for the 
GTCS group. It has been shown for chronic pilocarpine evoked seizures (34) 
that the obvious appearance of a distinct mode between 1630–1625 cm−1 may 
be associated with protein aggregation. As being supportive of this, a 
pronounced change in GTCS spectrum was found for a band specific for 
intermolecular aggregated β structure (1615 cm-1), which could not be observed 
in the control group.  
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To validate the results from the second-derivative analysis, curve fitting of 
the Amide I region (1720–1590 cm−1) was also utilized. The fitted images of the 
samples illustrate the different components in the Amide I band (Figure 2B and 
2C). In curve fitting analysis, seven different curves obtained from second 
derivative spectra were applied. But, six modes were fitted for both groups. As 
mentioned in the Material and Methods part, since the peak height was free, the 
best fit was obtained for six modes for the control (R2 3.30-3.40x10-7; chi-square 
100 %) and the GTCS (R2 5.50-5.60x10-7; chi-square 100 %). Each component 
to the Amide I band is indicated in Figure 2B for control and Figure 2C for the 
GTCS group.  

 

 
Figure 2. (B) Curve fitted Amide I mode for control. (C) Curve fitted Amide 

I mode for GTCS group. 
  
As given in the table, the results of curve fitting revealed consistent results to 

the second derivative analysis. To the results, there was a significant (p≤0.05*) 
decrease in parallel β (11.65 to 7.59 %) (1675 cm-1) and α-helix (57.35 to 50.33 
%) (1655 cm-1), but a remarkable (p≤0.05*) increment in β turns (0.41 to 0.74 
%) (1710 cm-1), anti-parallel β (4.41 to 11.00 %) (1695 cm-1), β sheet (23.49 to 
26.69 %) (1635 cm-1) and intermolecular aggregated β (2.69 to 3.65 %) (1615 
cm-1) for GTCS group. As given in Table 1, curve fit analysis revealed mostly 
consistent results to the second derivative analysis. But, it should be mentioned 
that the only discrepancy in the results of both analyzes was observed in β turn 
mode at1710 cm-1. While the intensity value of this band decreased in the 
second derivative spectra, it increased in the curve fit analysis. The reason for 
this may be that, as mentioned above, 7 bands defined in the second derivative 
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second derivative spectra, it increased in the curve fit analysis. The reason for 
this may be that, as mentioned above, 7 bands defined in the second derivative 

 
 

spectra were fit as 6 bands during the curve fit analysis, since the peak height 
was free. 

Hence, all obtained data from second derivative analysis and curve fitting 
elicited that acute GTCS lead to structural changes in proteins of the 
hippocampus. This finding is that α-helix structure decreased, while β structures 
elevated. The reduction in α-helix might be come out from the increment in β 
structures, which was in consistent with β-sheet formation as suggested in the 
literature (35-36). This result is also supported by the studies on the 
hippocampus after chronic pilocarpine-induced seizures (34,37).  The elevated 
level of β structures in the GTCS group may mean that an increment in the 
intermolecular hydrogen-bonding forms protein aggregation with high 
molecular weight, assigned to irreversible insoluble structures (36,38). This was 
also observed by an increase in the mode of intermolecular aggregated β 
structure (around 1615 cm−1).  In addition, such structural variations may be 
caused by disruptions of hydrogen or disulfide bonds. This break may cause a 
partial unfolding of the polypeptide chain. It lead to a disorganization of the 
internal structure of proteins (39). 

The found in the present study acute GTCS-induced structural alterations 
might be resulted from the different phenomenon. One is the high level of free 
radical production during epileptic activities reported for the whole-brain 
(22,23) and hippocampus (40,41). As also mentioned, the attack of free radical 
action to proteins may exhibit secondary structural differentiation together with 
spontaneous fragmentations and proteolysis (42). Particularly, it has been 
reported that these species generated during epileptic activities can induce the 
formation of β sheet rich proteins (43). Other explanation might be the altered 
redox potential that can modify the structure of proteins (44). In addition, the 
dysfunction of some heat shock proteins might bring out misfolded proteins as 
reported for the epileptic hippocampus (45). Furthermore, as shown (45), 
epileptic seizures cause synaptic reorganization of hippocampal circuitry. Such 
alteration requires new protein synthesis, which may further contribute to the 
general protein profile of the hippocampus. Overall, structural variations in 
proteins of the hippocampus may be an indication of structural variations in 
already existed proteins and/or newly expressed protein types, as well. 

It is also worth noting that our preparation contains all membrane 
compartments, these parameters may be also attributed to the differences in all 
membrane proteins in the hippocampus from control and GTCS groups from a 
general perspective. As an example, a decline in α-helix structure might be from 
variations in membrane lipids, which tightly interact with membrane proteins. It 
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has been reported that any conformational variation in membrane lipids due to 
peroxidation may directly trigger the structural arrangement of membrane 
proteins. This further means that membrane-embedded domains of such 
proteins are then conformationally changed to stabilize membrane curvature 
(23).  

 

 
Figure 3. (A) Principal component analysis of hippocampus homogenates of 

control (black) and GTCS (red) in 1720-1590 cm−1 spectral range. 
 
 

 
 
Figure 3. (B) PC-1 loading plot in the region of 1720-1590 cm−1. 
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To further examine structural differences in proteins of the control and 
GTCS samples, PCA was utilized. Fig. 3A and Fig 3B demonstrates the score 
plot obtained along PC1 versus PC2, and loading plot, respectively. As 
illustrated in score plot, there is a relatively distinct distribution trend between 
the two sample groups along PC1, while PC1 (93%), and PC2 (2.0%) with 95% 
of the total variability. This shows that there are significant variations in 
secondary structure in proteins of the control and GTCS group, and PC1 is 
mainly responsible for this discrimination. Indeed, the loading plot PC1 reveals 
spectral characteristics that further play role in discrimination of hippocampus 
samples of GTCS group from control. PC1 explains 93 % of total variance. 
Along PC1, the discriminating is positively correlated loadings at 1695, 1655, 
and 1633 cm-1 (anti-parallel β, α-helix and β sheet, respectively), whereas 
negatively correlated loadings at 1707, 1678, and 1615 cm-1 (β turns, paralel β, 
and intermolecular aggregated β, respectively). All these results are in 
agreement in the second derivative and curve fit analysis.  

 
Conclusion 
Our result suggests that ATR-FTIR spectroscopy together with PCA analysis 

was successfully utilized to detect the effects of acute GTCS on the structure 
and amount of proteins in hippocampus brain region of Wistar rats. In 
particular, a decrease in protein content was observed. Additionally, an altered 
structural profile of proteins was predicted as an increase in total β structures 
whereas a decrease α-helix. These results indicate possible consequences of 
acute GTCS on hippocampus proteins, which may further cause to development 
of epileptogenesis as well as affect the proper function of the hippocampus such 
as memory and function. In sum, the current study can contribute to epilepsy 
research aimed at treatment strategies. To clarify the effects of acute GTCS on 
hippocampus proteins additional studies performing on different animal models 
should be done.  
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INTRODUCTION 
As an essential mineral, selenium (Se) has an important role in the 

homeostasis of the human body and especially for the regular functioning of the 
immune system (Tajaddini et.al., 2015; Hoffmann and Berry, 2008; Rayman, 
2000). 

In addition to being involved in the structure of many enzymes, selenium plays 
a role in many events such as thyroid hormone mechanism, antioxidant enzyme 
defense, and regulation of the immune system (Iglesias et.al., 2013).  Recent 
studies have shown that selenium deficiency may be associated with aging, 
cancer, insulin resistance, diabetes, cardiovascular and neurodegenerative 
diseases, increased  mortality risk, immune system diseases (Roman et.al., 2014; 
Rayman, 2012).  

Formerly known only for its high toxicity, especially as a carcinogenic 
compound, Se has been used in many researches as an essential trace element, an 
anticarcinogenic nutrient and a chemopreventive agent. 

 
History and General Properties 
Selenyum is named after the ancient Greek goddess of the moon, ‘Selene’ 

(Köhrle, 1999).  Se, which Schwartz and Foltz proposed to be essential for 
mammals in 1957 (Schwartz  and Foltz, 1957), was first discovered by Brezilius 
and Gahn in 1817 and described as an essential trace element commonly found 
in nature (Wilber, 1980;    Köhrle, 1999). 

Selenium, which is found in biological systems, is an element of amino acids 
that participate in the protein structure and is a nonmetal found in many 
oxidation states in oxygen series. For the first time in the 1930s, cows were tried 
to get alkaline disease by eating plants grown in Se rich soils.  Studies of Se's 
nutritional deficiency in sheep, pigs, and cattle continued until 1973, when the 
biochemical function of the element was found.  Researchers have discovered 
that Se is an essential part of the glutathione peroxidase (GSH-Px) enzyme 
system (Burk and Levender, 1999).  Glutathione is a methionine derivative that 
combines with Se to form GSH-Px. In addition to its role in protecting the cell 
membrane by inhibiting lipid peroxidation, it has been shown to have a 
synergistic effect with chemoteuriapine agents thanks to its interaction with 
antioxidants (Dai et.al., 1999) and to increase the therapeutic effect, reducing the 
toxic side effects of cisplatin (Yang et.al., 2000). 

Its importance in the human diet was discovered in 1979.  Scientists in China 
have observed that children growing up in Se poor soils suffer from a disease of 
cardiomyopathy known as Keshan disease, and when Se is added to the diet, the 
symptoms of the disease regress.  These discoveries have led to extensive work 
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to discover Se's unknown role in the human body.  All these studies have also 
prompted the World Health Organization (WHO) to conduct research on the 
dietary intake of Se.  The daily dietary intake of the element (RDA: 
Recommemded Daily Allowance) was determined in 1989 (Burk and Levender, 
1999; Groff et.al., 1995). 

In group VI A of the periodic table (Hall, 2007), there are 6 naturally occurring 
isotopes and are among the rarest trace elements (Neve et al., 1985; Foster and 
Surnar, 1997). Se is an essential element for almost all animals (Kumpulainen, 
1989). Se, which appears as an intermediate product during the purification of 
metal ores, especially copper, is similar to sulfur, which is in the same group in 
terms of its physical and chemical properties (Wilber, 1980). The inorganic 
shapes of Se are H2Se, H2SeO3 and H2SeO4; hydrogen sulfide is analogous with 
sulfides and sulfates and is present in nature in the form of compounds with a 
valence of -2, 0, +4 and +6. But selenoamino acids such as Se-methionin, Se-
cystine, Se-cysteine, and other organic Se compounds such as selenoglutation, 
dimethylcelide, trimethylselenium are generally more reactive than their 
sulfurous counterparts (Stadtman, 1980).  

 
Figure 1. Periodic Table 

 
Se, which is an indispensable component of the important metabolic 

pathways of the human body shows its biological effects through selenoproteins, 
which have the amino acid selenocysteine in their structure (Rayman, 2000; 
Asayan and Baylan, 2011).  Proteins that have been added to   the region in the 
form of selenocysteine are defined as selenoproteins and these proteins require 
Se to perform their functions.  Although it is estimated that there are around 100 
selenoproteins in the human body, only 30 have been identified (Bal et.al., 2015;  
Iglesias et.al., 2013).  

The most important of these are; 
- glutathione peroxidase, 
- thioredoxine reductase and 
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form of selenocysteine are defined as selenoproteins and these proteins require 
Se to perform their functions.  Although it is estimated that there are around 100 
selenoproteins in the human body, only 30 have been identified (Bal et.al., 2015;  
Iglesias et.al., 2013).  

The most important of these are; 
- glutathione peroxidase, 
- thioredoxine reductase and 

- iodothyronine is a family of deiodinase enzymes (Beckett and Arthur, 
2005). 

Selenoproteins, cancer and many chemical toxicities are also the most 
necessary antioxidant enzymes; thyroid and thyroid regulate hormone  functions,  
are structural proteins  in sperm for reproductive function, and  perform many 
vital functions in the  human body,  such as being able to reduce virulence in 
many viral infections, including HIV-1  (Weeks et. al., 2012).  

The effects and properties of selenium can be classified as follows: 
 
1.Structural Properties: Selenoproteins 
- Selenoprotein P (SePP) 
- Glutathione peroxidase (GSH-Px) 
- Ioidine deodinase (ID) 
-Thioredoxin reductase (TrxR) 
- Other selenoproteins 
2. Thyroid hormone synthesis and metabolism 
3. Antioxidant defense and immune effects 
- Protect endotelial cells from peroxnitrite damage. 
- Reduces the effect of reactive oxygen species such as hydrogen peroxide 

and lipid hydroperoxide. 
- It is responsible for regulating many antioxidants. 
- Reduces cytokine release.  
- Protects immune cells from oxidative stress. 
 
Selenoprotein P (SePP) 
Selenium is known to exhibit many of its biological functions through SePPs 

(Rayman, 2000). SePP which produces about 60% of the Se in the plasma, is the 
main carrier protein of Se (Brown and Arthur, 2001; Pappa et al., 2006; Rayman, 
2012), as well as vascular endothelial cells (Brown and Arthur, 2001).  Since 
they have Se storage sites, they are also the body's Se storage protein. For this 
reason, it is one of the main indicators of the body's Se level (Pappa et al., 2006; 
Rayman, 2012).  Due to all these properties, the effects of Se on human health 
can be easily explained by knowing the function of selenoproteins in metabolism 
(Rayman, 2000).  In addition to these duties, SePP also acts as a chelator of some 
heavy metals (Pappa et al., 2006; Rayman, 2012). 

Although the function of SePP is not fully known, it is stated that it is an 
antioxidant of endothelial cells damaged by free radicals defined as 
peroxynitrate (Brown and Arthur, 2001). Se levels and activities of Se carrier 
proteins such as SePP and Se-containing enzymes such as GSH-Px in the body 
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can be measured to obtain information about Se levels in the body. It is 
recommended that the amount of SePPs, which have an important role in 
providing systemic homeostasis, should be as high as possible. Studies on this 
subject show that; when 125μg Se is taken daily, the GSH-Px-3 concentration is 
125μU/L and the Se concentration in serum is 79μg/L. (Burk et.al., 2006; 
Hollenbach et.al., 2008; Hoeflich et.al., 2010; Combs et.al., 2011). 

 

 
Figure 2. The main metabolic steps of metabolism of inorganic and organic 

Se. Both inorganic (selenite) and organic (selenomethionine, SeMet) are 
converted to selenide (H2Se) before the formation of selenocysteine (SeCys) and 
its insertion in bioactive selenoproteins (Duntas, 2020). 

 
Glutathione Peroxidase (GSH-Px)   
Glutathione peroxidase, is also present in sitozole and is involved in the 

glutathione-dependent detoxification of hydrogen peroxide (H2O2) (Brigelius-
Flohe, 2006; Conrad et al., 2007; Brigelius-Flohe and Kipp, 2009; Bouayed and 
Bohn, 2010; Lubos et al., 2011). 

Eight isoforms of GSH-Px, one of the first selenoproteins identified as Se in 
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Glutathione peroxidase, is also present in sitozole and is involved in the 

glutathione-dependent detoxification of hydrogen peroxide (H2O2) (Brigelius-
Flohe, 2006; Conrad et al., 2007; Brigelius-Flohe and Kipp, 2009; Bouayed and 
Bohn, 2010; Lubos et al., 2011). 

Eight isoforms of GSH-Px, one of the first selenoproteins identified as Se in 

its structure, classified according to their structure and localization, have been 
identified (Muller et al., 2007). Se is needed for GSH-Px to exert its effect better 
(Akyıldız et al., 2014). The basic selenoprotein found in most tissues in animals 
(Sonet et.al., 2018) and a Se-dependent antioxidant enzyme capable of 
protecting mammalian cells against oxidative stress  (Sunde et al., 2018). 
Because it is one of the selenoproteins most sensitive to variation of Se 
concentration, it is often used to assess Se state at the cellular or organism level 
(Sonet et al., 2018).   

 GSH-Px, which is part of a multicomponent antioxidant-protective system 
in the cell (Combs, 1984; Robinson and Thomson 1983), whose main function 
is to protect the cell and lipid membranes from oxidative stress (Ruseva et al., 
2013).   The system also contains other cellular preservatives such as calatalase, 
superoxide dismutase and vitamin E. In this way, it protects phospholipids and 
critical proteins containing unsaturated fatty acids in the cell from the harmful 
effects of reactive oxygen compounds and free radicals.  The    hydroxyl radical 
(OH.) is the task of GSH-Px to prevent the formation of reactive oxygen 
compounds and H2O2 concentrations by decreasing it. (Combs, 1984; Robinson 
and Thomson 1983).  They also catalyze the reaction that leads to the reduction 
of H2O2 and organic peroxides (ROOH) by forming elenous acid or alcohols as 
intermediates (Ruseva et.al., 2013). GSH-Px, which catalyzes the conversion of 
P-eroxides to alcohols, causes membrane lipids, erythrocytes, cell membrane, 
cellular and subcellular membranes to be protected from oxidative effects 
(Oldfield, 1987).  

 
Thioredoxin Reductase (TrxR) 
Thioredoxin reductase is found in cytosol and mitochondria. In addition to 

reducing the oxidized form of cytosolic TR, it catalyzes all reactions of 
tioredoxin and glutaredoxin (Su et al., 2005; Turanov et al., 2006; Holmgren and 
Lu, 2010; Turanov et al., 2010). 

Thioredoxin reductase is an enzyme containing selenocysteine (Brown and 
Arthur, 2001; Hashemy, 2006).  TrxR is responsible for the reduction of oxidized 
thioredoxin (Tamura and Stadtman, 1996).  Catalyzes the NADPH-dependent 
reduction of thioredoxin (Brown and Arthur, 2001; Hashemy, 2006). TrxR 
enzymes detoxify peroxides as well as maintain the reduction status of 
transcription factors.  Thanks to these effects, it regulates cell growth and aging. 
TrxR is present in  many antioxidant systems containing vitamin C along with 
thioredoxin, which has led to its effects being analyzed as a target agent in 
antitumor therapy  (Brown and Arthur, 2001;  Hashemy, 2006).  Furthermore, the 
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tasks of TrxRs include oxidized glutathione, dihydroascorbic acid, lipid 
peroxidases, vitamin K, and the reduction of H2O2 (Tamura and Stadtman, 1996).  

 
Iodothyronine Deiodinase (ID) 
Selenocysteine is a family of enzymes containing and is responsible for 

catalyzing thyroid hormone activation (Kohrle et.al., 2005).   The DIO family, 
which catalyzes the conversion of thyroxine to the biologically active hormone 
T3, has 3 different isoforms. These are DIO1, DIO2 and DIO3; they are all 
membrane-bound enzymes, with identical sequence homology and catalytic 
properties (Lu and Holmgren, 2009).  DIO1, DIO2, DIO3; while located in the 
plasma membrane, it causes plasma T3 production by separating iodine from T4. 
It also provides T3 deiodination and inactivation (Schomburg and Köhrle, 2008; 
Maia et al., 2011; Dentice and Salvatore, 2011; Williams and Duncan Bassett, 
2011). 

 
Other Selenoproteins 
 15 kDa selenoprotein (Sep15) from the selenoproteins found in the 

endoplasmic reticulum (ER); regulated by ER stress, UDP-glucose: while 
glucoprotein interacts with glucosyltransferase and is  involved in glucoprotein 
folding   (Labunskyy et.al., 2005; Ferguson et.al., 2006; Labunskyy et.al., 2007; 
Labunskyy et al., 2009), Selenoprotein M (SelM); responsible for protecting 
neurons from oxidative stress (Reeves et al., 2010).  Selenoprotein H (SelH); is 
located in the nucleus and protects the cells from H2O2.  Mitochondrial biogens 
and increases CytC production (Dtwoet et.al., 2007; Panee et.al., 2007; Mendelev 
et.al., 2011).  Selenoprotein K (SelK) from selenoproteins located  in the 
membrane of the endoplasmic reticulum;  while Ca+2 affects cell functions  by 
taking part in the release of Ca+ 2 (Verma et.al., 2011),  Selenoprotein N (SEPN1) 
controls the redox balance in the release of inthalelilar calcium from the channels 
(Jurynec  et al., 2008; Shchedrina et al., 2010). Selenoprotein S (SelS); is 
upregulated in glucose deficiency and increase in proinflammatory cytokines 
(Shchedrina et.al., 2010; Ye et.al., 2004). Selenoprotein P (SePP) is found in 
plazma and  is responsible for transporting Se to peripheral tissues, so its  
antioxidant efficacy has been mentioned  (Burk and Hill, 2009; Richardson, 2005; 
Schweizer et.al., 2004). Selenoprotein R (SelR) in cytosol, it is used to convert 
methionine-R-sulfoxide groups in proteins to methionine (Lee et.al., 2009). 
Selenoprotein T (SelT) while located in the endoplasmic reticulum and golgi 
apparatus, its functions include redox regulation and cell adhesion (Sengupta 
et.al., 2009).  Selenoprotein I (SelI) is in the membrane (Kryukov and Gladyshev, 
2002), Selenoprotein V (SelV) is included in cytosol (Dikiy et al., 2007), 
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Maia et al., 2011; Dentice and Salvatore, 2011; Williams and Duncan Bassett, 
2011). 

 
Other Selenoproteins 
 15 kDa selenoprotein (Sep15) from the selenoproteins found in the 

endoplasmic reticulum (ER); regulated by ER stress, UDP-glucose: while 
glucoprotein interacts with glucosyltransferase and is  involved in glucoprotein 
folding   (Labunskyy et.al., 2005; Ferguson et.al., 2006; Labunskyy et.al., 2007; 
Labunskyy et al., 2009), Selenoprotein M (SelM); responsible for protecting 
neurons from oxidative stress (Reeves et al., 2010).  Selenoprotein H (SelH); is 
located in the nucleus and protects the cells from H2O2.  Mitochondrial biogens 
and increases CytC production (Dtwoet et.al., 2007; Panee et.al., 2007; Mendelev 
et.al., 2011).  Selenoprotein K (SelK) from selenoproteins located  in the 
membrane of the endoplasmic reticulum;  while Ca+2 affects cell functions  by 
taking part in the release of Ca+ 2 (Verma et.al., 2011),  Selenoprotein N (SEPN1) 
controls the redox balance in the release of inthalelilar calcium from the channels 
(Jurynec  et al., 2008; Shchedrina et al., 2010). Selenoprotein S (SelS); is 
upregulated in glucose deficiency and increase in proinflammatory cytokines 
(Shchedrina et.al., 2010; Ye et.al., 2004). Selenoprotein P (SePP) is found in 
plazma and  is responsible for transporting Se to peripheral tissues, so its  
antioxidant efficacy has been mentioned  (Burk and Hill, 2009; Richardson, 2005; 
Schweizer et.al., 2004). Selenoprotein R (SelR) in cytosol, it is used to convert 
methionine-R-sulfoxide groups in proteins to methionine (Lee et.al., 2009). 
Selenoprotein T (SelT) while located in the endoplasmic reticulum and golgi 
apparatus, its functions include redox regulation and cell adhesion (Sengupta 
et.al., 2009).  Selenoprotein I (SelI) is in the membrane (Kryukov and Gladyshev, 
2002), Selenoprotein V (SelV) is included in cytosol (Dikiy et al., 2007), 

Selenoprotein O (SelO) in mitochondria (Kryukov et al.,  2003) and 
Selenoprotein W (SelW) are included in cytosol (Noh et.al., 2010). 

 
Distribution on Earth 
The main source of the element Se is reported as the molten volcanic rocky 

masses covering the earth's core (Neve et.al., 1985). In addition to being found 
all over the world, there are great differences in its distribution between regions 
(Neve et.al., 1985; Akkus et.al., 1995; Yaylalı and Sözer, 1995).  As a result of 
measurements made in different regions of the world, serum Se concentration has 
been found to vary according to country, geographical region, ethnicity and other 
habits (Stuss et.al., 2017).  Se is an element of great metabolic importance, and 
since it passes from the soil to plants in the food chain, its intake varies by 
geographical region. (Brown and Arthur, 2001). 

 
Selenium Sources 
The most important source for human beings is plant and animal foods 

(Yaylalı and Sözer, 1995).  Plants take Se from the soil in which they are grown 
(Groff et.al., 1995) and store it according to its concentration in the soil, even if 
they do not need it. The Se content of plants varies according to the type of plant 
and the Se content of the soil, so that plants growing in Se rich soils absorb and 
accumulate high amounts of Se (Yaylalı and Sözer, 1995).   It is known that some 
foods contain high levels of Se, usually more Se than foods of animal origin, 
especially meat, than in plants (Burk et.al., 1999; Groff et.al., 1995).  It is also 
believed that seafood is the best source of Se, with the exception of some fish 
(Groff et.al., 1995). Fruits and vegetables (except mushrooms and garlic), milk 
and dairy products (except eggs, some cheeses and butter), fats, beverages and 
many baby foods are very poor foods in terms of Se. It is also reported that there 
is a small amount of Se in drinking water (Neve et.al., 1985; Akkus et.al., 1991; 
Yanardag and Sickle, 1999). 

 
Daily Intake Levels  
The main source of selenium is dietary nutrients, which are found in 

insignificant amounts in water and air (Roman et.al., 2014).  Se is found as 
selenochisteine in foods of animal origin and selenomethionine in plant-based 
foods.  Thought to account for at least 50% of the amount of Se in the diet, it is 
mainly selenomethionine, which is found mainly in the diet (Mueller et.al., 2009).  

The amount of Se that should be taken in the diet is calculated based on the 
maximum plasma GSH-Px activity (Hurst et.al., 2010).  The minimum amount 
of Se that should be taken in humans is 10μg/day; maximum 400μg/day (Mueller 
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et.al., 2009). The mean plasma Se level should be 125ng/mL (Rocourt and Cheng, 
2013). Epidemiological studies have revealed that Se deficiency can cause 
significant health problems in many countries of the world (Holben and Smith, 
1999). An Se, which is vital for humans, is an element that can be toxic depending 
on the dose and specification (Solovyev et.al., 2018).   According to the World 
Health Organization, taking Se at 400–700μg may cause toxic effects (Kieliszek 
and Błażejak, 2013). For this reason, it is recommended that the daily intake of 
Se should not exceed 70μg/day (Kieliszek and Błażejak, 2013). 

According to the data of the Food and Nutrition Board of the National 
Academy of Science; 40-70μg in men and 45–55μg in women 60–70μg during 
pregnancy and lactation is recommended daily Se intake (Slencu et.al., 2014). 

Societies' eating habits and life styles can cause significant changes in the 
daily intake and amount of Se in the body.   Inspired by the studies carried out, 
the term "Reference Selenium Dose (RSD)" has been used. Patterson and 
Levander (1997) set the average RSD value of 350μg/day for a 70kg person 
(Patterson and Levander, 1997). According to these researchers, the amount of 
Se that should be taken daily with food is 150μg, while the amount that should 
be taken with supplements is 200μg. Due to the limited therapeutic index of Se, 
overdose can be observed as a result of consuming high amounts of Se-rich foods 
as well as using them as supplements (Fordyce, 2007).   

The recommended daily intake levels for Se are shown in Table 1. 
 
Table 1: Recommended daily intake levels for selenium  
(Institute of Medicine US Panel on Dietary Antioxidants and Related 

Compounds, 2000) 
Age Woman Male Gestation 

period 
Breastfeeding 
period 

1–3  20 μg/day Se 20 μg/day Se ------- -------- 
4–8  30 μg/day Se 30 μg/day Se -------- -------- 
9–13  40 μg/day Se 40 μg/day Se -------- -------- 
14–18  55 μg/day Se 55 μg/day Se 60 μg/day Se 70 μg/day Se 
19–30  55 μg/day Se 55 μg/day Se 60 μg/day Se 70 μg/day Se 
31–50  55 μg/day Se 55 μg/day Se 60 μg/day Se 70 μg/day Se 
51–70  55 μg/day Se 55 μg/day Se -------- -------- 
>70  55 μg/day Se 55 μg/day Se -------- -------- 

 
Absorption of Selenium in the Body 
Selenium, which is usually found in organic form, is taken from natural 

sources (Davis et al., 2017). Many forms of Se enter the body as part of the amino 
acids in proteins.  The first significant form of Se to enter the body is 
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Absorption of Selenium in the Body 
Selenium, which is usually found in organic form, is taken from natural 

sources (Davis et al., 2017). Many forms of Se enter the body as part of the amino 
acids in proteins.  The first significant form of Se to enter the body is 

selenomethionine and selenosistein, which are found in animals and plants (Burk 
et.al., 1999). 

Organic Se is noted to be higher in terms of bioavailability (Pérez-Corona et 
al., 2011).  It is reported that absorption first occurs around the small intestine 
and is almost never in the stomach. In contrast, selenomethionine has been shown 
to absorb close to 100% of the small intestine (Groff et. al., 1995). In a study 
conducted by Pérez-Corona et al., it was found that 85-95% of organic Se and 
10% of inorganic Se were absorbed from the intestine (Pérez-Corona et.al., 
2011).  The absorption of Se in the form of selenomethionine is quite high as it is 
by active transport (Stadtman, 1980; Robinson and Thomson, 1983).  
Selenomethionine has been shown to be absorbed close to 100% in the small 
intestine.  The absorption of inorganic forms of Se varies depending on luminal 
factors, which can reach up to 50% to 100%. Also the level of Se in the body does 
not interfere with this absorption (Groff et. al., 1995). Se, which is absorbed in 
the body, is first transported by binding to plasma proteins. For binding, it must 
initially be retained by erythrocytes and metabolized by reduced glutathione 
(GSH) and reduced to H2Se. (Stadtman, 1980).  After absorption, erythrocytes, 
globulin and albumin bind and circulated and distributed to various organs and 
tissues (Combs et al., 2011). 

Inhibition or encouragement of Se absorption is also closely related to many 
nutritional factors (Groff et.al., 1995).  The content of vitamins A, E, C and 
protein in the diet is also noted to increase Se absorption (Stadtman, 1980; 
Robinson and Thomson, 1983).  In contrast, heavy metals (such as mercury) 
reduce the absorbent of the element through precipitation (Groff et. al., 1995). 
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Figure 2. Metabolism of Se-containing compounds in human body. SeMet 

derived from plants is directly used for protein synthesis (1, SeMet cycle). Se 
released from SeMet and other compounds takes part in the Sec synthesis 
followed by the production of Sec-containing selenoproteins (2, selenoprotein 
cycle). H2Se is one of the intermediates in the generation of Sec-tRNA(Ser)Sec. 
Excessive Se is excreted from the body in the urine as trimethylselenonium ion 
and via respiratory tract in a form of dimethyl selenide. Se is also found in the 
urine in the content of selenosugars. Whether selenosugars take part in Se 
recirculation from the primary urine remains unknown (Waldemar, 2022). 

 
Transport of Selenium in the Body 
According to a hypothesis, the mechanism of transport of selenium is that it 

enters red blood cells through diffusion and is transported in the body in this way. 
Free Se binds to lipoproteins such as VLDL (Very Low Density Lipoproteins) 
and LDL (Low Density Lipoproteins) in the body.  A plasma protein called 
selenoprotein P is considered as a second transporter (Groff et.al., 1995).  
According to another view, the presence of selenocystein inhibits the protein's 
transport ability (Burk and Levender, 1999). 

Once Se taken through diet is absorbed by the digestive system, it is mostly 
carried to the liver, where it is metabolized, used for the production of 
selenoprotein, and redistributed to other tissues through the blood. For this 
reason, the liver is a central organ in Se metabolism. Se is used to synthesize the 
amino acid selenocystein (Sec), which is found in the active site of 
selenoenzymes (Seale et.al., 2018). Approximately 80% of the initial absorption 
of Se is regulated by the presence or absence of protein and other trace elements 



311

 
Figure 2. Metabolism of Se-containing compounds in human body. SeMet 

derived from plants is directly used for protein synthesis (1, SeMet cycle). Se 
released from SeMet and other compounds takes part in the Sec synthesis 
followed by the production of Sec-containing selenoproteins (2, selenoprotein 
cycle). H2Se is one of the intermediates in the generation of Sec-tRNA(Ser)Sec. 
Excessive Se is excreted from the body in the urine as trimethylselenonium ion 
and via respiratory tract in a form of dimethyl selenide. Se is also found in the 
urine in the content of selenosugars. Whether selenosugars take part in Se 
recirculation from the primary urine remains unknown (Waldemar, 2022). 

 
Transport of Selenium in the Body 
According to a hypothesis, the mechanism of transport of selenium is that it 

enters red blood cells through diffusion and is transported in the body in this way. 
Free Se binds to lipoproteins such as VLDL (Very Low Density Lipoproteins) 
and LDL (Low Density Lipoproteins) in the body.  A plasma protein called 
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Once Se taken through diet is absorbed by the digestive system, it is mostly 
carried to the liver, where it is metabolized, used for the production of 
selenoprotein, and redistributed to other tissues through the blood. For this 
reason, the liver is a central organ in Se metabolism. Se is used to synthesize the 
amino acid selenocystein (Sec), which is found in the active site of 
selenoenzymes (Seale et.al., 2018). Approximately 80% of the initial absorption 
of Se is regulated by the presence or absence of protein and other trace elements 

(Ardüser et.al., 1986).  Transport of Se in the body; it is realized by binding to 
proteins in the blood (serum albumin, SEPP1, Glutathione peroxidase-3) 
(Fairweather-Tait et.al., 2011).  The bioavailability was found to be 
approximately 14% of the original Se content in the food ingested.  It has been 
reported that approximately 2-20mg of Se is present in an adult human body and 
can be detected through many tissues, urine, nails and hair (Ashton et.al., 2009). 

 
Storage of Selenium in the Body 
The heart, liver, kidney, lungs, pancreas, and muscles contain high levels of 

Se as part of glutathione.  It is stated that it is most commonly found in the liver 
(Burk and Levender, 1999, Groff et.al., 1995).   It has been reported that it is 
noteworthy that red blood cells contain 4 times more glutathione than plasma 
(Powers and Ji, 1999). 

 
Removal of Selenium from the Body 
Selenate, selenomethionine, or Se, which is taken organically by natural 

means in different ways, after absorption, turns into selenite as a result of 
catabolism. While the metabolisation of Se occurs by reduction, GSH is needed 
and stimulated in anaerobic conditions in the presence of NADPH. In this way 
H2Se-shaped Se, which is formed as a result of GSH-dependent metabolism in 
the erythrocyte and released into the plasma, either binds to proteins or undergoes 
methylation. As a result of methylation, (CH3)2Se and (CH3)3Se+ are formed as 
the main products.  Since H2Se has high toxicity, the most important 
detoxifycation mechanism is noted as the methylation pathway (Ganther, 1966).  

Selenium is removed from the body in two basic ways:  urinary (50-60%) and 
fecal (40-50%) system (Groff et.al., 1995).  Physiologically, the homeostasis of 
Se in the body is regulated by urine under reception conditions. 20-50% of the Se 
excreted in the urine is in the form of (CH3)3 Se because it has a high solubility.  
High dose Se intake leads to the removal of the element by ventilation with the 
lungs in the form of (CH3)2Se  (Combs and Combs, 1984; Burk and Levender, 
1999;  Groff meat. al., 1995).  Loss through the lungs is characterized by the smell 
of garlic caused by volatile Se compounds. Fecal excretion is not very common, 
but instead urinary excretion is the main pathway followed in the normal 
physiological process (Burk and Levender, 1999; Groff et al., 1995). 

 
Physiological Role of Selenium 
It has been reported that many of the 11 Se-containing proteins 

(selenoproteins) in animals are characterized by their enzymatic functions, 
whereas their biochemical functions have only recently been determined.  
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According to some hypotheses, cytochrome P450 has functions in the 
maintenance of the system, DNA repair, enzyme activation and the functioning 
of the immune system.  A well-known function of Se is its role in the GSH-Px 
enzyme system.  Untill today, 4 different GSH-Px have been defined.  The total 
GSH-Px in the cell is distributed in a 2:1 ratio between cytosol and mitochondrial 
matrix.  These enzymes have been determined to be the main antioxidant defense 
systems in the body.  Reduced glutathione is the first line of defense in the body 
against free radicals.  The glutathione enzyme system plays a key role in the 
coordination of water and fat-soluble antioxidant defense systems (Balakrishnan 
and Anuradha, 1998).  Peroxidases inhibit cell peroxidation by breaking down 
hydrogen peroxide and lipid peroxides using reduced GSH-Px (Burk and 
Levender, 1999; Groff et.al., 1995).  Adequate levels of the substrate and reduced 
glutathione in the cell are needed in the form of GSH-Px to exhibit antioxidant 
properties (Ji, 1995).  When reduced glutathione is used to remove hydrogen 
peroxide from the body, oxidized glutathione is formed.  Glutathione oxidized by 
the glutathione reductase enzyme is converted into reduced glutathione to become 
an antioxidant again.  More specifically, this enzyme also catalyzes the 
conversion of thyroxine (T4) to triiodothyronine (T3), and this phenomenon is 
observed to be Se-dependent (Del Maestro, 1991).  Powers and Ji (1999) reported 
in a published summary that reduced glutathione has the ability to recharge 
antioxidants in the body. According to this publication; glutathione acts as an 
electron donor for vitamins C and E to regain their original electron 
configurations (Powers and Ji, 1999).   

 
Selenium Excess 
When selenium is taken in excess, it exhibits prooxidant properties and can 

induce free radical production, causing DNA damage. It can also bind to thiol 
groups of proteins whose function is to repair DNA damage, causing them to 
become inactive (Letavayová et.al., 2008). 

An excess of Se in the body can best be determined by the loss of hair and 
nails.  In addition, dental disorders, skin and nervous system lesions may alsobe 
observed. Although it can cause miscarriages, there is no evidence of teratogenic 
effect. The first symptoms of acute intoxication include nausea, vomiting and 
diarrhea; in the following few weeks, pathological changes in the nails and hair 
loss are noticeable. Other findings include temporary ECG change, liver 
dysfunction and garlic-scented breathing (Akkus et.al., 1991). 
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Selenium Toxicity 
Selenium is known to be highly toxic in both animals and humans. Although 

the LD50 value is given as 0.4-6.4 mg/kg Se for different species, it has been 
reported that this varies according to the type of Se compound (Harr and Muth, 
1972). Selenium toxicity (selenosis) has been reported to be acute or chronic, but 
it is rarely seen in humans. Among its symptoms are; nausea, vomiting, 
abdominal pain, diarrhea, hair loss, fracture of nails, and peripheral neuropathy 
(Duntas and Benvenga, 2015). 

Selenium, when consumed in high quantities over a long period of time, can 
ultimately increase blood Se levels by 100μg/dL (Koller et al., 1986).  Some of 
the common symptoms identified for Se toxicity are gastrointestinal pain, hair 
loss, white patches, the smell of garlic in the breath, fatigue, irritability, and mild 
nerve damage (Spiller and Pfiefer, 2007). 

Some plants that grow in alkaline soil cause chronic Se poisoning, which is 
called 'alkaline disease' or 'short tail' disease. Among the characteristic features 
of this disease are; mane, bristle and hair loss, nails, stoppage of development, 
stiffness in the joints, severe damage to the liver and heart, hepatic cirrhosis and 
anemia. In acute Se poisoning caused by taking a lethal amount of Se with plants 
that store Se or feeds containing high amounts of Se; deterioration in vision, 
staggering, respiratory distress appear. This condition, known as 'blind 
staggering', results in death within 24 hours (Wilber, 1980; Burk, 1978). 

 
Selenium Deficiency 
Selenium deficiency occurs when an imbalance occurs between the nutritional 

Se required by the organism and the bioavailable Se in the diet (Neve et.al., 1985; 
Akkuş et al., 1991). 

Selenium deficiency leads to functional or picile disorders in many organs and 
systems in humans, resulting in certain diseases and causing a wide range of 
symptoms, some of which can be fatal. Two of these are dilated cardiomyopathy 
(Keshan disease) and endemic osteoarthropathy (Kashin-Beck disease).  The first 
evidence for this was obtained in 1979 when scientists in China found Keshan 
and Kashin-Beck's disease, which is characterized by Se deficiency (Burk and 
Levender, 1999; Groff et.al., 1995). Keshan disease usually affects children and 
young women, while Kashin-Beck's disease has an impact in the pre-adolescent 
period.  This disease results in various types of osteoarthritis (calcification) (Burk 
and Levender, 1999). 

Selenium deficiency symptoms are weight loss, muscle aches, loss of pigment 
in the hair and skin, and whitening of the nail beds (Groff et.al., 1995).   In 
addition, other diseases in which Se deficiency plays an important role have been 
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reported as sudden infant death syndrome, arrhythmia, infertility in men, stroke, 
prostate cancer, nephropathy, heart diseases, autoimmune-other immune diseases 
and thyroid diseases (Mistry et.al., 2012; Hendrickx et.al., 2013; Ruseva et.al., 
2013; Roman et.al., 2014). 

Selenium deficiency can also occur from interaction with other elements.  
When lead (Pb) interacts with Se, it provides a significant decrease in the tissue 
concentration of the element.  Although the mechanism of this phenomenon is 
not fully explained, it is suggested that it is due to the fact that both elements bind 
to sulfidril groups. In addition, iron (Fe) and copper (Cu) also interact with Se, 
inhibiting the uptake of the element into tissue.  When the level of methionine in 
the body decreases, it closes this gap by binding selenomethionine to body 
proteins, which reduces the level of freely Se accessible in the body (Burk and 
Levender, 1999). 

 
Selenium and Oxidative Stress 
In oxygenated breathing organisms, free oxygen radicals are inevitably 

formed.  These active oxygen radicals, superoxide, hydrogen peroxide, free 
hydroxyl radical, and the resulting lipid peroxides and other similar derivatives, 
cause significant changes by affecting molecules such as proteins, carbohydrates, 
lipids and DNA in different parts of the cell.  In particular, unsaturated fatty acids 
in cells are very good targets for these (Karataş et al., 2006).   

 
Free radicals; are reactive and short-lived molecules containing uncommon 

electrons.  These molecules can be formed both as a by-product of normal 
metabolism and under the influence of drugs and other harmful chemicals.  Many 
diseases are caused by tissue destruction, free radicals and lipid peroxidation.  
Free radical reactions in the organism are controlled by many antioxidant 
systems.  Antioxidants function as structures that prevent or break chains of free 
radical formation.  As long as the rate of formation of free radicals is in balance 
with the speed of defense systems consisting of some endogenous antioxidant 
enzymes, such as catalase (Cat), glutathione peroxidase (GSH-Px), and 
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electrons.  These molecules can be formed both as a by-product of normal 
metabolism and under the influence of drugs and other harmful chemicals.  Many 
diseases are caused by tissue destruction, free radicals and lipid peroxidation.  
Free radical reactions in the organism are controlled by many antioxidant 
systems.  Antioxidants function as structures that prevent or break chains of free 
radical formation.  As long as the rate of formation of free radicals is in balance 
with the speed of defense systems consisting of some endogenous antioxidant 
enzymes, such as catalase (Cat), glutathione peroxidase (GSH-Px), and 

superoxide dismutase (SOD), which neutralize or reduce them, the organism is 
not affected.  However, if this balance is disturbed, free radicals begin to be 
harmful and show their effects in the form of oxidative stress (Kurt et.al., 2005). 

Selenium, which is involved in the regulation of many functions, is an 
important trace element for metabolism found in the structure of enzymes. In 
particular, the presence of antioxidant enzymes such as GPx and TrxR in its 
structure suggests that there may be a relationship between Se levels and 
oxidative stress. Adequate levels of Se intake help these enzymes work optimally 
and prevent oxidative stress (Galan-Chilet et.al., 2014).  Se has a direct role in 
antioxidant protection. This is because selenoproteins, which protect cells against 
oxidative damage by catalyzing the reduction of hydrogen peroxide by 
glutathione, are located in the active center of GSH-Px.  Seleno-glutathione 
peroxidase provides an important line of defense against free radicals that are 
effective against hydrogen peroxide and lipid peroxidation (Rayman, 2000).  
There is a very important relationship between Se levels in the body and GSH-
Px and TrxR activities. In order for these enzymes to reduce H2O2 levels, 
optimum concentrations of Se in biological fluids and intracellular are required 
to be achieved, which is shown to regulate inflammatory and immune responses 
(Beckett and Arthur, 2005;  Duntas, 2006). Furthermore, when Se intake is at 
adequate levels, intracellular GSH-Px and TrxR enzymes are reported to protect 
the thyroid from oxidative stress (Sun et.al., 1999; Becker et.al., 2000). It is 
known that oxidative stress increases with age and aging  is characterized by 
deficiency  of  Se due to inadequate nutrient intake, decreased physical function,  
or serious pathologies  (Giovannini et.al., 2018).  

 
RESULT 
There is a direct relationship between serum selenium levels and dietary 

selenium. For this reason, it can be said that when the serum selenium level is at 
the desired level, health can be protected, many chronic diseases can be prevented 
and the aging process can be slowed down. 

As a result, it turns out that meeting the Se needs of the organism at the 
optimum level is very important for human health. 
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INTRODUCTION  
Oxidative stress can be explained as the deterioration of the balance between 

the peroxidation in the lipid layer of the cells as a result of the production of 
free radicals and the antioxidant defense system of the body (Cochranc, 1991), 
that is, oxidative stress occurs when the balance between oxidant and 
antioxidant systems cannot be achieved(Patlevič et al., 2016). Impaired cellular 
metabolism, molecular breakdown and tissue damage, which are disrupted as a 
result of oxidative stress to which the organism is exposed when oxidants are 
increased or antioxidants are insufficient (Bullock et al., 1954).  

One of the two main sources of oxidant substances are reactive oxygen 
products, the most important of which are hydroxyl radical (•OH), superoxide 
anion (O2•−), hydroperoxyl radical (HO2•), single oxygen (1O2) and hydrogen 
peroxide (H2O2) (Patlevič et al., 2016) (Figure 1).Free radicals and reactive 
oxygen species (ROT) cause oxidative damage to lipid, carbohydrate, protein 
and nucleic acids (Yoshikawa and Naito, 2002).  

 

 
 
Figure 1. The sequence of reactions that cause the formation of reactive 

oxygen species. The green arrows represent lipid peroxidation, the blue arrows 
represent the Haber-Weiss reaction, and the red arrows represent the Fenton 
reaction (Carocho and Ferreira, 2013). 

 
The task of oxidative balance is to protect the cell, which is disrupted by the 

action of free radicals, from the harmful effects of free radicals.  Cells produce 

 

Peroxyl radical 
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antioxidants to neutralize free radicals and protect them from their harmful 
effects (Yoshikawa and Naito, 2002). 
 

ANTIOXIDANTS  
Cells and tissues have a system that inhibits radical products and reactions 

(Şener and Berrak, 2009). In the structure of living things, there are mechanisms 
developed to neutralize the negative effects of emerging free radicals, which can 
operate both inside and outside the cell (Bayır, 2008; Coral, 2004). Defense 
systems that prevent the formation of reactive oxygen species, prevent the 
damage caused by these substances and work in the body to provide 
detoxification are defined as "antioxidant defense systems" or "antioxidants" 
(Şener and Berrak, 2009). They are antioxidants that protect cells directly or 
indirectly from drugs, carcinogens and the harmful effects of toxic radical 
reactions (Bayır, 2008; Coral, 2004).  To this end, antioxidants work 
continuously to keep the reactive substances and their reactions in balance 
(Byung 1994). As a result of this study, the organism keeps the biochemical 
products that show free radical properties that occur during physiological 
activity at a level known as "oxidant-antioxidant balance". More than the 
presence of radicals, it is indicated that the disruption of this balance between 
oxidants and antioxidants in favor of any of them can be dangerous for the 
organism. (Karlsson, 1997). Antioxidants are defined as substances that prevent 
the progression of autooxidation/peroxidation by reacting rapidly with radicals 
(Aydemir and Karadağ, 2009). Antioxidant vitamins also show their effects 
with the following mechanisms while maintaining the oxidant-antioxidant 
balance of the organism.  These;  

- bind or stabilize the resulting free radicals with their collecting and 
relieving effects (Zintzen, 1997; Young and Woodside, 2001), 

- inhibit free radical-producing chemical reactions with a chain-breaking 
effect (Gutteridge, 1995; Van-Der-Meulen et al., 1997),  

- reduce the reaction rate by suppressive effect (Packer, 1991),  
- repair biological molecular damageto lipids, proteins and DNA (Evelson, 

1997),  
- stop oxidation reactions by inhibiting cellular kinase losses (Van-Der-

Meulen et al., 1997; Evelson, 1997),  
- to increase the synthesis of antioxidant enzymes and non-enzymatic 

antioxidants present in the organism (Gutteridge, 1995).  
Antioxidant defense is also classified as "enzymatic antioxidant defense" and 

"nonenzymatic defense" (Kirkman et al., 1987), more specifically as cellular, 
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- bind or stabilize the resulting free radicals with their collecting and 
relieving effects (Zintzen, 1997; Young and Woodside, 2001), 

- inhibit free radical-producing chemical reactions with a chain-breaking 
effect (Gutteridge, 1995; Van-Der-Meulen et al., 1997),  

- reduce the reaction rate by suppressive effect (Packer, 1991),  
- repair biological molecular damageto lipids, proteins and DNA (Evelson, 

1997),  
- stop oxidation reactions by inhibiting cellular kinase losses (Van-Der-

Meulen et al., 1997; Evelson, 1997),  
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antioxidants present in the organism (Gutteridge, 1995).  
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membranal and extracellular according to whether the components are 
enzymatic or not (Aydın et al., 2001). Its antioxidant activity depends on the 
type of oxidative substrate and oxidative stress.  According to Packer et al., 
when evaluating the antioxidant potential of a substance; should be considered 
as its specificity in removing free radicals, interaction withother antioxidants, 
metal chalazion activity, effects on gene expression, bioavailability, localization 
and repair of thatoxidative damage. If an antioxidant can meet all of these 
criteria, it should be considered the ideal antioxidant (Packer et al., 1995).  

 
CLASSIFICATION OF ANTIOXIDANTS 
When classifying antioxidants, they are grouped into two main groups as 

endogenous and exogenous. Both groups areused to maintain 
oxidant/antioxidant balance while protecting the body from free radicals and 
neutralizing free radicals (Sen and Chakraborty, 2011).  

 
ENDOGENOUS ANTIOXIDANTS 
Endogenous antioxidants, which provide suppression of oxidant effects 

occurring in living things in daily life and are primarily used in this regard 
(Karlsson et al., 1997; Byung, 1994). Enzymatic and non-enzymatic aredivided 
into two subgroups (Akagün and Alabaş, 2009; Pham-Huy et al., 2008; 
Aydemir and Karadağ, 2009; Sen et al., 2010) (Figure 2). 

 
Figure 2. Classification of natural antioxidants. Endogenous antioxidants are 

sown in red and exogenous antioxidants in green (Carocho and Ferreira, 2013). 
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ENZIMATIC ANTIOXIDANTS 
The enzymatic antioxidants that form the enzymatic defense line are 

superoxide dismutase (SOD), catalase (CAT), glutathione peroxidase (GPx), 
and glutathione reductase (GR) (Sen et al., 2010, Pham-Huy et al., 2008; You 
and Chakraborty, 2011; Valko et al., 2007). Of these, CAT, SOD and GPx are  
antioxidant enzymes with a very high effect in living things (Cheeseman and 
Sloter, 1993), and GR is shown as an example of  first-order enzymatics and 
GR is shown as an example of second-order enzymatics (Pellegrini et al., 2009; 
Ratnam, 2006) (Figure 3). 

 
 Superoxide Dismutase Enzyme (SOD) 
Forming the first line of defense against reactive oxygen species (Sen et al., 

2010; Sen and Chakraborty, 2011) this enzyme reduces the effect of superoxide 
radicals by catalyzing the conversion of the radical (O2•−), hydrogen peroxide 
(H2 O2) and molecular oxygen (O2) (Larson, 1988; Young and Woodside, 
2001). The resulting H2O2 is removed from the environment by means of CAT 
or GPx (Young and Woodside, 2001). Zinc (Zn), an important mineral involved 
in this event, forms the active site of the SOD enzyme (Larson, 1998). 

 
There are three forms of SOD in humans. Of these, superoxide dismutase 

(Cu/Zn SOD) containing copper (Cu) and zinc (Zn) is found in cytosol, 
superoxide dismutase (MnSOD ) containing manganese (Mn) is found in 
mitochondria, and extracellular superoxide dismutase (EC SOD) is found in 
extracellular fluids (Sen and Chakraborty, 2011; Young and Woodside, 2001).  

One of the most abundant SOD isoenzymes in cells, cytosolic dimeric Cu 
/Zn SOD,  is called cytoplasmic SOD (SOD1), while it consists of two equal 
subunits containing one Cu and one Zn atom in each  subunit (Mruk, 2002; 
Nordberg and Arner, 2001). Another SOD isoenzyme, Mn SOD, is known as 
mitochondrial SOD (SOD2) because it is a mitochondrial enzyme, consists of 
four equal subunits and contains Mn+3 in its active site. Like Cu/Zn SOD, they 
both catalyze the same reaction (Fridovich 1995; Orbea et al., 2000). EC SOD 
is called SOD3 and has a Cu and a Zn atom in each of its subunits, which are 
necessary for enzymatic activity. SOD3 is primarily and intensively found in 
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subunits containing one Cu and one Zn atom in each  subunit (Mruk, 2002; 
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mitochondrial SOD (SOD2) because it is a mitochondrial enzyme, consists of 
four equal subunits and contains Mn+3 in its active site. Like Cu/Zn SOD, they 
both catalyze the same reaction (Fridovich 1995; Orbea et al., 2000). EC SOD 
is called SOD3 and has a Cu and a Zn atom in each of its subunits, which are 
necessary for enzymatic activity. SOD3 is primarily and intensively found in 

the extracellular matrix, cell surfaces (Gao et al., 2008), plasma, lymph and 
synovial fluid, especially in the vessel walls(Fattman, 2003).  SOD3 is secreted 
and synthesized by fibroblast cells, glia cells, and endothelial cells (Gao et al., 
2008).  In addition, vascular smooth muscle cells have been reported to 
synthesize SOD3 to a large extent (Fattman, 2003).   

 
Catalase (CAT) 
The catalase enzyme is a metalloenzyme recognized as one of the most 

effective protein catalysts that promote the redox reaction (Larson, 1988) and is 
found mainly in peroxisomes  (Ighodaro and Akinloye, 2018), but less so in the 
mitochondria and endoplasmic reticulum (Limon-Pacheco and Gonsebatt, 
2009). Each subunit of the catalase, whose subunit consists of four proteins, 
contains a Hem group and a NADPH molecule (Young and Woodside, 2001; 
Kirkman and Galiano, 1987). That is, catalase is a hemoprotein that contains a 
single ferriprotoporphyrin in each polypeptide subunit structure (Ighodaro and 
Akinloye, 2018). In most cases, the NADPH molecule is close to the surface 
and tightly bound (Zamocky and Koller, 1999).  The toxic H2O2 produced as a 
result of SOD enzyme activity is converted to H2O and O2 by the action of the 
catalase enzyme (Duthie et al., 1989; Limon-Pacheco and Gonsebatt, 2009). 

 
In order to neutralize hydrogen peroxide in plants as well, catalase forms the 

compound H2O2 as an intermediate product in the first stage of the reaction,  
while in the second stage it forms H2O and O2, during which it provides enzyme 
release (Gechev et al., 2003).  

The superoxide radical is converted to H2O2 by means of SOD. The resulting 
H2O2 acts as a precursor when OH• is formed, the most reactive type of oxygen, 
catalyzed by Cu and Fe ions through the Fenton reaction (Cheung et al., 2001; 
Larson, 1988). 

 
Glutathione Peroxidase (GSHPx) 
Glutathione peroxidase is a highly important antioxidant that breaks down 

H2O2into H2O in mitochondria and sometimes cytosols (Fattman, 2003). 
Protects cells against oxidative damage from H2O2 and prevents OH• from 
H2O2(Cnubben et al., 2001; Reiter et al., 1995).  
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Glutathione peroxidase acts as an enzyme that metabolizes H2O2 and organic 
hydroperoxides (lipid hydroperoxides, DNA hydroperoxides) using glutathione 
(GSH) as the electron source. Itconsists of four protein subunits, each of which 
contains a Se atom (Sen and Chakraborty, 2011), and often its activity depends 
on selenium. For this reason, it is defined in two ways as selenium-dependent 
(Se-GPx) and non-selenium-dependent (GST). (Cnubben et al., 2001). While 
Se-GPx, which has selenium in its active region, is effective against H2O2and 
organic hyperoxides; GST is mainly involved in the metabolization of organic 
hydroperoxides (Cnubben et al., 2001; Reiter et al., 1995). During these 
metabolization reactions, GSH oxidizes H2O2 as hydrogen donor and GSH 
oxidizes as hydroperoxides are reduced (Reiter et al., 1995). Oxidized 
glutathione is defined as glutathione disulfide (GSSG), and together with the 
GR enzyme, oxidized glutathione is reduced back to reducted glutathione. 
During this reduction reaction, the GR enzyme uses NADPH as an electron 
donor (Sen and Chakraborty, 2011; Reiter et al., 1995).  The GSHPx enzyme 
converts the reduced form of glutathione (GSH) into an oxidized state (GSSG). 

 
GSHPx 

2 GSH + H2O2→ GSSG + 2 H2O 
 
Studies have shown that low GPx levels cause the antioxidant system to 

malfunction. When oxidative damage occurs in membrane fatty acids and 
functional proteins, the occurrence of neurotoxic damage and the  development 
of permanent damage along with neurodegeneration also indicate that the 
antioxidant defense system is disrupted (Chabory et al., 2009).  

 
Glutathione Reductase (GR) 
Glutathione Reductase, a flavoprotein enzyme containing flavin adenine 

dinucleotide (FAD), converts an electron of NADPH back into GSH by 
transferring it to disulfide bonds of oxidized glutathione. Therefore, NADPH is 
needed to prevent free radical damage and the most important source of this is 
the hexose monophosphate (pentose phosphate) pathway (Özkan ve Fıskın, 
2004; Sen et al., 2010). 
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Figure 3. Enzymatic antioxidants (Rani et al., 2016). 
 
NONENZYMATIC ANTIOXIDANTS 
 Non-enzymatic antioxidants are glutathione, melatonin, uric  acid, bilurubin, 

albumin, coenzyme Q10, selenium, α-lipoic acid, ceruloplasmin and transferrin 
(Sen et al., 2010; Pham-Huy et al., 2008; You and Chakraborty, 2011; Valko et 
al., 2007; Droge, 2002; Willcox, 2004). The most important non-enzymatic 
antioxidants are albumin and uric acid, which are responsible for 85% of the 
total antioxidant capacity. Other important antioxidants are bilirubin, α-
tocopherol (vitamin E), β-carotene (Liguori et al., 2018).  

 
Glutathione (GSH) 
Synthesized in almost all eukaryotic cells, GSH acts as an antioxidant in 

maintaining the redox state of the cell, in the operation of the detoxification 
system, in the synthesis of eicosanoids, in the regulation of the cell signaling 
mechanism, in gene expression and apoptosis, and is found in high quantities 
(Townsend et al., 2003). GSH is a tripeptide that carries a thiol group. Thiol 
groups function by using enzymatic reactions and capturing free radicals.  GSH, 
which is a water-soluble thiol that  acts as a substrate of many enzymes such as 
transferases, peroxidases that prevent or reduce the destructive effects of free 
radicals,  and is present in very high concentrations in many cells, plays an 
important role in the enzymatic protection of biological membranes against 
lipid peroxidation (Di Mascio et al., 1991). 

It is found in high density in all cells of plants, especially in the cytosol, 
endoplasmic reticulum, vacuole and mitochondria. Since it contains sulfur in its 
structure, it provides detoxification of xenobiotics by GSH conjugation (Lamb 
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and Dixon, 1997).   Approximately 85-90% of GSH is in the cytoplasm, and 
once synthesized in the cytoplasm, it has been found that it can also be found in 
mitochondria, nucleus, peroxisomes, and endoplasmic reticulum (Green et al., 
2006; Kalinina et al., 2014).  

The synthesis of GSH occurs in two stages.  In the first stage, glutamine-
cysteine binds   lygas (GCL), glutamine and cysteine to form ɣ-
glutamylcysteine.  In the second stage, glutathione synthetase (GSS) forms the 
GSH molecule by binding glycine to ɣ-glutamylcysteine. GCL consists of 
catalytic (GCLC) and regulatory (GCLM) subunits.   The catalytic subunit of 
the GCL is responsible for binding cysteine and glutamine for catalytic activity, 
while the regulatory subunit is involved in enhancing the effect of GCLC 
(Lagman et al., 2015; Pei et al., 2013). The cysteine residual, which is centrally 
located in its structure, creates its antioxidant effect. Cytotoxic H2 directly 
inactivates O2, while hydroxy radicals (OH•) neutralize superoxide anion (O 
2•−) and single oxygen (1O2) without enzyme catalysis (Larson, 1988; Avsian-
Kretchmer et al., 1999).  

GSH provides amino acid transport through the plasma membrane while 
recreating some important antioxidants. In addition to all this, it carries out the 
regulation of vitamins E and C (Sen and Chakraborty, 2011). Ascorbatine, a 
water-soluble and powerful antioxidant, regenerates ascorbatglutathione by 
cycle (Lamb and Dixon, 1997).   
 

Melatonin 
Melatonin (N-acetyl-5-methoxy-tryptamine) is basically synthesized 

endogenously from the pineal gland, tryptophan in the dark, and many other 
places (Hevia et al., 2014). 

Melatonin, which reduces the harmful effects of free radicals, protects 
macromolecules from oxidative damage in all intracellular compartments, while 
protecting both nuclear DNA and mitochondrial DNA, as well as proteins and 
lipids.  Since it is active everywhere as a direct free radical scavenger and an 
indirect antioxidant, it has a fairly wide range of protection, and thanks to this, it 
cleans up different types of reagents and free radicals, including hydroxyl 
radical, hydrogen peroxide, singlet oxygen, nitric oxide, peroxynitriteanion and 
peroxynitric acid. In addition to all these activities, it stimulates some of the 
antioxidant enzymes containing SOD, CAT, GPx and GR, while experimentally 
increasing the level of intracellular GSH by stimulation of melatonin, ɣ-
glutamyl cysteine synthetase, prooxidative such as lipoxygenase and nitric 
oxide synthase enzymes. It can help the cell membrane resist oxidative damage 
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by hardening cellular membranes. In addition, when increasing the efficiency of 
the electron transport system, free radical generation and electron leakage are 
reduced (Reiter et al., 2006). 

 
Uric Acid 
Uric acid, the final oxidation product of purine catabolism in humans (Iliesiu 

et al., 2010; Kumar et al., 2015), shows activity endogenously as a free radical 
scavenger and as a powerful antioxidant (Sinha et al., 2009; Kumar et al., 
2015).  It has the task of chelating transition metals, while inactivating 
hydroxyl, singlet oxygen, superoxide, peroxynitrite  anion, peroxynitric acid 
(Kumar et al., 2015; Waring, 2002).  It is a powerful singlet oxygen, peroxyl 
radical (ROO•) and OH• scavenger (Sinha et al., 2009). In addition, it is stated 
that it acts as a protective function by preventing lipid peroxidation, is a 
powerful free radical scavenger, as well  as acting as chelators of metal ions 
such  as Fe and Cu, and is responsible for about half of the total antioxidant 
capacity of the blood. (Kumar et al., 2015; Waring, 2002). 

 
Bilirubin 
It is basically caused by the breakdown of erythrocytes that have expired, the 

breakdown of Heme proteins in erythrocytes, and acts as a highly effective 
antioxidant. It exerts its chain-breaking effect by especially affecting peroxil 
radicals. Bilirubin, which is taken up by the liver during its circulation, is 
excreted in bile or urine after being bio transformed (Gutteridge, 1995; Burtis 
and Ashwood, 2005). 

Although bilirubin is known to have an antioxidant effect on lipid 
peroxidation in the intracellular environment, it has been stated that it has 
antioxidant, cytoprotective and anti-inflammatory effects in recent years (Rye et 
al., 1997; Liu et al., 2008).  

 
Albumin 
Albumin is a key protein found in highly soluble human plasma, as well as 

one of the most important and effective antioxidants in plasma. In healthy 
adults, about 70-80% of the cysteine 34 found in albumin contains free sulfidril 
groups. The rest forms a disulfide with various compounds such as cysteine, 
homocysteine or GSH. Thanks to the reduced cysteine 34, albumin can sweep 
OH•. Hypochlorous acid (HOCl) forms a powerful oxidant compound. 
Activephagocytes such as neutrophils and monocytes provide release of 
myeloperoxidase enzyme.  While this enzyme catalyzes the formation of HOCl, 
albumin cansweep the formed HOCl oxidants, thereby preventing the 
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replacement of the α-antiprotease in the primary biological target of HOCl 
(Roche et al., 2008). 

Albumin, which is the main member of the primary extracellular antioxidant 
80 defense system, resists free radicals on its own because it carries one 
sulfhydryl group in each molecule, while tightly binding copper and iron 
weakly and remains on the surface of the metal to which it is attached. This 
metal can participate in Haber-Weiss reactions, but is immediately neutralized 
by the resulting OH• albumin. This damage to albumin is not very significant 
because albumin  is very abundant in plasma and free radicals are neutralized by 
other antioxidants (Soriani et al., 1994). In addition to many of its functions in 
the body, albumin binds copper ion and inhibits lipid peroxidation due to copper 
ion. In addition, serum albumin has been reported to have an important role as 
an antioxidant in extracellular fluids (Rye et al., 1997; Roche et al., 2008). 

For all these reasons, serum bilirubin, uric acid, and albumin levels may be 
thought to reduce oxidative stress and be indicative of antioxidant status in the 
body (Li et al., 2018).  In addition, the other plasma proteins ceruloplasmin and 
transferrin have been shown to exhibit antioxidant activity (Soriani et al., 1994). 

 
Coenzyme Q10 (CoQ10)   
CoQ10, which is  found in all living cells, increases immune resistance while 

protecting the body against free radicals,  but is also necessary for the 
production of energy by mitochondria (Sumien et al., 2009).  CoQ10, which is 
found in almost all cell membranes and lipoproteins, is a cofactor for at least 
three mitochondrial enzymes  (Complex I, II, III) found in the inner membrane 
of mitochondria and its role in oxidative phosphorylation is very important 
(Gürkan and Bozdağ-Dündar, 2005). 

As an antioxidant, CoQ10 has functions such as sweeping free radicals and 
suppressing lipid and protein peroxidation. The reduced form of CoQ10 is 
ubiquinol (CoQH2) and acts as a lipophilic antioxidant, participating in electron 
and proton transport in the electron transport system, as well as giving electrons 
to neutralize oxidants and showing a highly potent antioxidant activity. In this 
way, CoQ10 provides highly effective protection against toxic ROS such as 
H2O2 and O 2•−. In addition, while inhibiting lipid peroxidation similarly to 
vitamin E, it works synergistically with α-tocopherol and recreates its active 
forms through a similar mechanism to vitamin C (Gürkan and Bozdağ-Dündar, 
2005).  

 
α-Lipoic acid (ALA) 
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of mitochondria and its role in oxidative phosphorylation is very important 
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As an antioxidant, CoQ10 has functions such as sweeping free radicals and 
suppressing lipid and protein peroxidation. The reduced form of CoQ10 is 
ubiquinol (CoQH2) and acts as a lipophilic antioxidant, participating in electron 
and proton transport in the electron transport system, as well as giving electrons 
to neutralize oxidants and showing a highly potent antioxidant activity. In this 
way, CoQ10 provides highly effective protection against toxic ROS such as 
H2O2 and O 2•−. In addition, while inhibiting lipid peroxidation similarly to 
vitamin E, it works synergistically with α-tocopherol and recreates its active 
forms through a similar mechanism to vitamin C (Gürkan and Bozdağ-Dündar, 
2005).  

 
α-Lipoic acid (ALA) 

ALA, which is anantioxidant that can be dissolved in both oil and water, 
stands out among the antioxidants that are gaining importance today with its 
effects such as removing free radicals, regenerating other antioxidants, binding 
heavy metals and facilitating their excretion, and it is stated that it can be called 
universal antioxidant because it shows all these effects. As with some foods, it 
is a natural substance that is synthesized in the body. It is abundant in animal 
and plant tissue, which are abundant in mitochondrial complexes (Kramer, 
2001).  

Lipoic acid is a naturally occurring compound that acts as a cofactor in 
mitochondrial enzymes involved in energy production and metabolism 
(Cadenas, 2001). One of the main components of the antioxidant cycle is 
vitamin E. This vitamin works to stop high free radical reactivation in 
membranes and adipose tissue Researchers have shown in recent years that 
lipoic acid regenerates vitamins E and vitamin C, which remove free radical 
damage. (Busse et al., 1992). Lipoic acid also plays an important role in 
mitochondrial dehydrogenase reactions.  The lipoate, or its reduced form, 
dihydrolipoate, is reactivated by reactive oxygen compounds such as superoxide 
radicals, hydroxyl radicals, peroxyl radicals, and singlet oxygen. Lipoic acid 
also protects the membranes by influencing each other with vitamin C and 
glutathione, which regenerate vitamin E. It has been shown that administration 
of lipoic acid may be beneficialin some of the oxidative stress patterns such as 
diabetes, ischemia-reperfusion damage, cataract formation, HIV activation, 
nerve degeneration and radiation damage (Packer et al., 1995).  

 
Selenium (Se) 
Selenium (Se), which is important for the homeostasis of the human body 

and especially for the regular functioning of the immune system (Hoffmann and 
Berry, 2008;  Rayman, 2000) is a highly important trace element for 
metabolism, found in the structure of enzymes used to regulate many functions 
(Galan-Chilet et al., 2014). Se, which is used for amino acid synthesis, called 
selenocysteine and an important basic element for selenoprotein function, has 
antioxidant and immunoregulatory functions. There are at least 25 
selenoproteins in the human body and these are antioxidant enzymes 
(glutathione peroxidase), antioxidant proteins (selenoprotein) P and W) and 
other metabolic enzymes. It  has been reported that there may be a link between 
Se level and oxidative stress, especially since it is found in the structure of 
antioxidant enzymes such as GPx and thioredoxin reductase (TrxR) (Kim et al., 
2014). It suppresses ROS formation by increasing GPx activity when Se in the 
body is at adequate levels (Kim et al., 2014), while GPx and TrxR enzymes 
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work at optimal levels, which reduce H2O2 levels (Beckett and Arthur, 2005;   
Duntas, 2006; Galan-Chilet et al., 2014) and contributes to the inhibition of 
oxidative stress (Becker et al., 2000; Sun et al., 1999; Galan-Chilet et al., 2014). 
This phenomenon has also been cited as a regulator of inflammatory and 
immune responses (Beckett and Arthur, 2005; Duntas, 2006). 

 
Ceruloplasmin and Transferrin 
Ceruloplasmin, which is an important protein, is involved in oxidase activity 

and especially in iron metabolism as well as 90% of copper in serum (Cousins, 
1985; Loudianos, 2000; Cox, 2002). Physiological phenomena in which 
ceruloplasmin takes part in metabolism; acute phase protein function, oxidation 
of nitric oxide, antioxidant and pro-oxidant activity, plasma ferrooxidase 
activity and iron homeostasisis provision, breakdown of organic substrates, 
ascorbate oxidase activity, copper transport and storage (Hellman, 2002; Fox, 
1995). 

The transfer, which is mainly found in serum and in lower concentrations in 
other body fluids, is  known as  a carrier protein responsible for transporting 
Fe+3 to cells and also as an important growth factor.  Ferrous ion (Fe+2) causes 
oxidative stress by catalyzing the conversion of H2O2 to the more toxic OH• by 
the reaction of Fenton. Transferrin, on the other hand, works as an antioxidant 
by reducing the concentration of free ferrous ions (Chauhan et al., 2004). 

 
EXOGENOUS ANTIOXIDANTS  
Exogenous antioxidantscan be classified into two groups as vitamin 

exogenous anti-oxidants and exogenous antioxidants used as medicines 
(Aydemir, 2009; You and Chakraborty, 2011). 

 
Vitamin Exogenous Antioxidants 
External vitamin-derived antioxidants are α-tocopherol (Vitamin E), β-

carotene (Vitamin A), ascorbic acid  (Vitamin C) and folic acid (Vitamin B9) 
(Şener, 2009; Dundar, 1999; Aydemir, 2009). 

 
α-Tocopherol (Vitamin E) 
Vitamin E is a fat-soluble vitamin with high antioxidant potential and is an 

asymmetrical compound with eight stereoisomers. These asymmetrical forms 
are classified as α, β, ɣ, δ tocopherol and α, β, ɣ, δ tocotrienol (Gutteridge, 
1995; Paganga et al., 1999). Tocopherols are synthesized only by plant 
organisms and are found in all parts of plants (Paganga et al., 1999). The main 
function of α-tocopherol as an antioxidant, the most bioactive form in humans, 



339

work at optimal levels, which reduce H2O2 levels (Beckett and Arthur, 2005;   
Duntas, 2006; Galan-Chilet et al., 2014) and contributes to the inhibition of 
oxidative stress (Becker et al., 2000; Sun et al., 1999; Galan-Chilet et al., 2014). 
This phenomenon has also been cited as a regulator of inflammatory and 
immune responses (Beckett and Arthur, 2005; Duntas, 2006). 

 
Ceruloplasmin and Transferrin 
Ceruloplasmin, which is an important protein, is involved in oxidase activity 

and especially in iron metabolism as well as 90% of copper in serum (Cousins, 
1985; Loudianos, 2000; Cox, 2002). Physiological phenomena in which 
ceruloplasmin takes part in metabolism; acute phase protein function, oxidation 
of nitric oxide, antioxidant and pro-oxidant activity, plasma ferrooxidase 
activity and iron homeostasisis provision, breakdown of organic substrates, 
ascorbate oxidase activity, copper transport and storage (Hellman, 2002; Fox, 
1995). 

The transfer, which is mainly found in serum and in lower concentrations in 
other body fluids, is  known as  a carrier protein responsible for transporting 
Fe+3 to cells and also as an important growth factor.  Ferrous ion (Fe+2) causes 
oxidative stress by catalyzing the conversion of H2O2 to the more toxic OH• by 
the reaction of Fenton. Transferrin, on the other hand, works as an antioxidant 
by reducing the concentration of free ferrous ions (Chauhan et al., 2004). 

 
EXOGENOUS ANTIOXIDANTS  
Exogenous antioxidantscan be classified into two groups as vitamin 

exogenous anti-oxidants and exogenous antioxidants used as medicines 
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Vitamin Exogenous Antioxidants 
External vitamin-derived antioxidants are α-tocopherol (Vitamin E), β-

carotene (Vitamin A), ascorbic acid  (Vitamin C) and folic acid (Vitamin B9) 
(Şener, 2009; Dundar, 1999; Aydemir, 2009). 

 
α-Tocopherol (Vitamin E) 
Vitamin E is a fat-soluble vitamin with high antioxidant potential and is an 

asymmetrical compound with eight stereoisomers. These asymmetrical forms 
are classified as α, β, ɣ, δ tocopherol and α, β, ɣ, δ tocotrienol (Gutteridge, 
1995; Paganga et al., 1999). Tocopherols are synthesized only by plant 
organisms and are found in all parts of plants (Paganga et al., 1999). The main 
function of α-tocopherol as an antioxidant, the most bioactive form in humans, 

is toprotect against lipid peroxidation, as well as to protect cell membranes from 
damage by free radicals.  Because Vitamin E is an active antioxidant only in 
membranes (Gutteridge, 1995), it protects polycentric fatty acids in membrane 
phospholipids from the harmful effects of oxidants by eliminating free radical 
species in the early stages of lipid peroxidation or preventing the formation of 
free  radicals. Thus, it makes the first defense against oxidative stress (Jialal and 
Fuller, 1993). 

Vitamin E breaks the chain of peroxidation by fixing free radicals, and this 
phenomenon occurs when 1O2is mostly reduced to OH• or O2•−.  Since vitamin 
E uses all of the mechanisms such as the destruction of radicals, the breaking of 
the chain, suppression, repair of deteriorated structures and strengthening 
endogenous defense systems, its antioxidant capacity is quite large and high.  
The antioxidant effect of vitamin E on the cell membrane is usually undertaken 
by GPx within the cell (Dündar and Aslan, 1999).  The antioxidant effect of 
glutathione peroxidase and α-tocopherol is complementary to each other.  α-
Tocopherol prevents the formation of  peroxides, while GPx destroys the 
peroxides that have already formed (Aydın et al., 2001).  

Vitamin E breaks the chain of peroxidation by fixing free radicals, and this 
phenomenon is usually accomplished by reducing1O2to OH•  or O2•− (Jialal 
1993).  Vitamin E is used to eliminate radicals (Van Der Meulen, 1997), to 
break the chain (Thomas 1995), to suppress (Byung, 1994), to repair 
deteriorated structures (Evelson, 1997) and to strengthen endogenous defense 
systems (Freeman,   1982; Van Der Meulen, 1997) performs the antioxidant 
function by using all the mechanisms and the antioxidant capacity is very large 
and complete (Dündar and Aslan, 1999).  As in alveolar membranes and 
erythrocyte membranes, the antioxidant role of vitamin E can be effective even 
at very high molecular oxygen concentrations (Halliwell, 1995; Jialal, 1993; 
Stratton, 1997). 

 
Vitamin C 
Vitamin C, also known as ascorbic acid, is a water-soluble vitamin that is 

essential forcollagen, carnitine, and neurotransmitter biosynthesis (Li and 
Schellhorn, 2007).  It provides effective protection against oxidative damage by 
easily  cleaning reactive oxygen species and reactive nitrogen species such as 
superoxide, hydroperoxyl, singlet oxygen, ozone, peroxynitrite, nitrogen 
dioxide  and hypochlorous acid.   It can also act as a coantioxidant by 
regenerating α-tocopherol from α-tocopherocil radicals that occur when radicals 
dissolved in lipids are cleared (Carr and Frei, 1999). In addition to all these, it 
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also acts as an oxidant by converting Fe+3 into Fe+2, which increases lipid 
peroxidation(Dündar and Aslan, 1999). 

The total antioxidant capacity in plasma consists of the activities of uric acid, 
especially vitamin C, and few large-molecule proteins (Bendich, 1986).  With 
its large antioxidant capacity in water-based environments, vitamin C performs 
the primary antioxidant defense of blood and other body fluids by taking on a 
role reminiscent of the antioxidant effect of vitamin E, the powerful antioxidant 
of lipid environments (Niki, 1991). Vitamin C is composed of singlet oxygen 
(Niki, 1985), superoxide (Tanaka 1997), hydroxyl, hydroperoxyl, lipid peroxyl 
and lipid allocycle(Tanaka,1997; Clemens, 1987) is reported to be able to exert 
its antioxidant effect by removing radicals from the environment.  It is 
suggested that the dissolution of lipid peroxides formed by the oxidation of lipid 
molecules in aqueous environments is also caused by the antioxidant effect of 
vitamin C (Niki, 1991).  

In addition, vitamin Cplays a role in the reactivation of vitamin E, which has 
become a tocopherol radical and has lost its antioxidant properties (Levine, 
1997;Levine, 1987;  Tolbetr, 1985). 

 
β-carotene  
β-carotene, a fat-soluble member of carotenoids recognized as provitamins 

because they can convert to vitamin A, turns into retinol in the retina and is 
essential for vision in the dark. It is also a powerful antioxidant and the best1O2 
cleanser (Pham-Huy, 2008). It performs its antioxidant activity by preventing 
the formation of free radicals through the suppression of singlet oxygen 
production from oxidation intermediates and by collecting all radicals in the 
environment without discrimination. This antioxidant activity is 
directlyproportional to the oxygen concentration in the environment where β-
carotene is present (Aalt, 1991; Byung, 1994). 

 
Folic Acid 
Folic acid, a member of the water-soluble vitamin B, is involved in cell 

division, important for spermatogenesis in men, normal fertility in men and 
women, during growth periods such as pregnancy and childhood, and is 
essential for DNA synthesis and the production of red blood cells (Hussein, 
2012). In addition to all these, it is a very powerful antioxidant that clears ROS 
(Ebaid,2013). Folic  acid,  which is known to reduce  plasma homocysteine 
levels both alone and in combination with other B vitamins,  may play an 
auxiliary role in preventing homocysteine-mediated oxidative vascular damage 
with antioxidant vitamins such as vitamins C and E  (Title et al., 2000). 
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division, important for spermatogenesis in men, normal fertility in men and 
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2012). In addition to all these, it is a very powerful antioxidant that clears ROS 
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with antioxidant vitamins such as vitamins C and E  (Title et al., 2000). 

Cellular Antioxidant Components  
Of the cellular antioxidant enzymes SOD, GSH-Px, CAT and cytochrome 

oxidase, it reduces reactive oxygen metabolites.   The conversion ofsuperoxide 
to H2O2and oxygen occurs under SOD catalysis by the process of dismutation. 
That is, SOD acts as a catalyst in the elimination reactions of O2•-(Aydemir and 
Karadağ, 2009). In addition, the activity of SOD is associated with the elements 
copper, zinc and manganese (Aydemir and Karadağ, 2009, Kirkman et al., 
1987). 

SOD 
O2•-+ 2H+ → H2O2+ O2 

 
While reducing hydrogen peroxide, the same reactions take place, this time 

under the catalyst of GSH-Px and catalase.  CAT catalyzes the avoidance of 
high concentrations of H2O2, GSH-Px is involved in the elimination of low 
concentrations of H2O2(Sen et al., 2010). The activity of GSH-Px is associated 
with the element selenium(Aydemir and Karadağ, 2009;Kirkman et al., 1987). 

 
GSH-Px 
Catalase 

O2 + H2O2→H2O +O2 

 
Membrane Antioxidants  
On the lipid face, which is hydrophobic of membranes, unlike the 

intracellular medium, radicals are produced that dissolve in lipids and cannot be 
destroyed by cellular enzymes. The main membrane antioxidants are α-
tocopherol in particular, β-carotene, ubiquinol compounds and coenzyme Q.  
Although α-tocopherol, a fat-soluble vitamin, is very active between membrane 
lipid layers, it has a very weakeffect outside the membrane and dissolves in 
membrane lipids, allowing the peroxidation chain to be broken (Kumar et al., 
2015).  β-carotene, which shows its activity according to the oxygen 
concentration of the environment, inhibits singlet oxygen formation as well 
asbeing an active radical collector. Ubiquinol, which is found at micro levels, 
prevents autooxidation in low-density lipoproteins (Green et al., 2006).  
Coenzyme Q, on the other hand, is an antioxidant that acts in mitochondrial 
energy metabolism (Kumar et al., 2015).   

 
Extracellular Antioxidants  
Proteins such as transferrin, lactoferrin, haptoglobins, albumin, 

ceruloplasmin, bilirubin, uric acid, glucose are known as essential extracellular 
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antioxidants (Kim et al., 2014). Antioxidant enzymes are not present in body 
fluids and organic products. For this reason, SOD and GSH-Px are not 
important as antioxidants in extracellular media and organic products (Dündar, 
1999). Preventing free radical metabolites produced in the intercellular medium 
from encountering catalyst metal ions such as iron and copper constitutes the 
main pathway of extracellular antioxidant defense (Kirkman et al., 1987). 
Lactoferrin, hemoglobin, myoglobin, hemopexin and albumin perform more or 
less the same function. It has been determined that the agent that prevents 
radical formation in neutrophils is lactoferrin (Green et al., 2006).  While 
ceruloplasmin binding copper, glucose, urate and bilirubin have been reported 
to try to remove radicals in the environment(Kirkman et al., 1987). Some 
extracellular antioxidants and their effects are givenin Table 1. 

 
Table. 1.  Extracellular antioxidants and their effects.  

Extracellular  
Antioxidants   

Effects 

Ascorbic acid    Hydroxyl is a radicaleliminator. 
Tokoferol is a reducing antioxidant vitamin. 

Transferrin It inhibitsthe reaction of Fentonby binding free iron ions. 
Lactoferrin It binds iron ions, especially in environments with low pH. 
Haptoglobins By binding hemoglobin, it prevents the release of "heme". 
Hemopexin  Inhibits oxidation by binding free heme proteins in the environment 
Albumin Collects the HOCL radical. 

Hem binds protein and copper metal ions. 
Ceruloplasmin  Neutralizes the superoxide radical. 

Binds the flux ions. 
Bilirubin It acts as a peroxyl radical collector. 
Mucus It is a hydroxyl radical collector. 
Uric acid   In addition toits etal binding function, it also collects different radicals. 
Glucose Hydroxyl radical is eliminated. 

 
RESULT 
In addition to the continuous oxidation events in the metabolism of living 

beings, oxidation events are further accelerated by reactive oxygen substances 
taken from outside. By attacking the components inside and outside the cell, it 
is necessary to control the formation and activity of these oxygen species, which 
damage cell functions. For this, reactive species and reaction mechanisms 
should be well known. Antioxidants, which act as free radical scavengers, exert 
a protective effect by neutralizing free radicals, which are the toxic by-product 
of normal cell metabolism, while also contributing to the prevention of diseases 
by increasing the effect of the defense system.  
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INTRODUCTION 
BIOMIMETIC MATERIALS 
To transfer biological functions to artificial materials and nanoparticles by 

biomimetic approaches, it is first necessary to understand about biological 
processes and their structures as much as possible. Biomineralization, the 
process by which biological systems control the nucleation and growth of 
inorganic solids, occurs in most organisms. Among known examples, there 
exists bones, teeth, and seashells, but also proteins such as ferritins and Dps 
((DNA protection during starvation) proteins, which function to store iron(Zeth, 
Hoiczyk, & Okuda, 2016). The cage-like structure of these proteins has an 
internal cavity in which the biomineralization process occurs with controlled 
nucleation and mineral growth of iron oxides(Yoshimura, 2006). The size of the 
protein interior creates an upper limit for the growth of the iron oxide particle. 
These protein cages are important models for understanding the biochemical 
basis of iron biomineralization and protein-mediated inorganic material 
synthesis. 

Once the structure and functions of biological molecules are known, hybrid 
molecules including peptides, lipids and organic polymers can be synthesized 
and nanoporous coatings, biomimetic nanofibers, bioinorganic composites can 
be developed for tissue engineering. Moreover, virus-based (virosomes), 
mammalian cell-based (exosomes) and bacteria-fungus based (bacteria ghosts, 
yeast cells) nanocarrier systems are given as biomimetic examples (Aydın, 
Aydın, Çetiner, & Erel-Akbaba, 2022; Xie et al., 2019). 

Some protein structures such as mammalian ferritin, small heatshock protein 
from Methanococcusjannaschii (sHsp), DNA-binding (Dps) proteins, 
bacteriophage MS2, lumazine synthase (LS), and viral capsids; Cowpea 
chlorotic mottle virus (CCMV), Cowpea mosaic virus (CPMV), Brome mosaic 
virus (BMV) and tobacco mosaic virus (TMV) have been used as biological 
reaction vessels (M. Uchida et al., 2007). These container-like cage structures 
can be manipulated both chemically and genetically thanks to their different 
surfaces to impart new functionality in such a way that the protein protects its 
intact structure(M. Uchida et al., 2007). All the surfaces of (inner surface, outer 
surface, and interfaces between subunits) can be modified for a single protein 
cage and it is possible to encapsulate a synthetic cargo molecule in a single 
cage, target it to a specific surface or cell at the same time. Thus, a single 
protein cage can be able to gain multiple functionality(M. Uchida et al., 2007; 
M. Uchida et al., 2006).Protein complexes with defined interior spaces, such as 
virus capsids, ferritins, DNA binding (Dps) and heat shock (sHsp) proteins, 
have become particularly attractive for biotechnological applications(D. He & 
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Marles-wright, 2015). Metallic nanoparticles and nanocomposites can be 
assembled both inside and on the surface of the protein cage. They can be easily 
produced in large quantities; they have well-characterized atomic structures; 
they are usually monodisperse in their solution(J. He, Fan, & Yan, 2019). When 
protein cages are used for material synthesis, they provide ideal nano-reaction 
environments for material synthesis under mild biomimetic conditions(M. 
Uchida, Kang, Reichhardt, Harlen, & Douglas, 2010). Since the dimensions of 
the nanomaterials synthesized in the interior cavity of these proteins would be 
as much as the protein interior space, the material size limits are certain. 
Proteins can be mineralized to form homogeneous and certain sized particles, 
some reaction parameters such as metal ion : protein ratio and reaction rate 
should be optimized.Among the cage-like systems used as a reaction vessel 
(template) from biological platforms, ferritin protein is the most widely used 
protein since it is naturally found in the body. 

 
FERRITIN PROTEIN CAGE AND ITS PROPERTIES 
Ferritin is found in biological species such as bacteria, plants, and mammals 

as the protein that stores iron in the body. In mammals, it is most abundant in 
the liver, spleen, and bone marrow. It storesup to 4500 Fe (III) atoms in the 
protein interior space and Fe (III) atom is in the form of iron (III) oxide 
(FeOOH) compound(Zhao et al., 2003). Ferritin has a stable and robust protein 
cage and has a molecular weight of 450 kDa. It consists of 24 subunits with an 
outer diameter of 12nm and an inner diameter of 8nm, stacked in a 4:3:2 
symmetry(Chasteen & Harrison, 1999). In the protein structure, there are 
hydrophilic channelswhich behaves as the passageway for metal ions, and 
hydrophobic channelswhere proton exit, or electron entry is provided. There are 
eight hydrophilic and six hydrophobic channels around three-fold symmetry 
axis and four-fold symmetry axis of protein, respectively(Chasteen & Harrison, 
1999; Kramer et al., 2004). 

The protein consists of heavy (H) and light (L) polypeptide chains. These 
subunits are ~ %50 homologous in their amino acid sequences. The contents of 
H- and L- subunits vary between biological species and organ. Human H-
subunit has enzymatic ferroxidase sites which is responsible for the oxidation of 
iron (II) to iron (III). L-subunit has no such a site but contains additional 
glutamate residues on the interior surface of the proteinThese negatively 
charged residues on the inner surfaces of L subunits facilitates mineralization to 
form the iron core(Zhao et al., 2003). 

In ferritins, the process of storing iron includes the reaction of iron (II) ion 
and oxygen at a ferroxidase center in the protein interior, then biomineralization 
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subunit has enzymatic ferroxidase sites which is responsible for the oxidation of 
iron (II) to iron (III). L-subunit has no such a site but contains additional 
glutamate residues on the interior surface of the proteinThese negatively 
charged residues on the inner surfaces of L subunits facilitates mineralization to 
form the iron core(Zhao et al., 2003). 

In ferritins, the process of storing iron includes the reaction of iron (II) ion 
and oxygen at a ferroxidase center in the protein interior, then biomineralization 

of an insoluble ferric nanoparticle by catalyzing the oxidation of iron (II) to iron 
(III) at the ferroxidase center.On the other hand, ferritin protein can be 
synthetically obtained without an iron core by dialysis method, then the empty 
protein cage is called apoferritin(Chasteen & Harrison, 1999). The protein cage 
has 3 different surfaces; these are the inner surface, the outer surface and the 
inter-subunit surfaces(B. M. Uchida et al., 2007). 

 
IRON MINERALIZATION WITHIN THE APOFERRITIN PROTEIN 

SHELL: MAGNETOFERRITIN FORMATION 
The iron stored by ferritin in the body is not of magnetic property, but with a 

similar biomimetic approach, iron oxide nanoparticles could be synthesized 
with magnetic properties in apoferritin cages to be used as a magnetic imaging 
agent (Balejc, 2019; Jordan, Caplan, & Bennett, 2010). 

In a typical synthesis, magnetic iron oxide nanoparticles are synthesized in 
the presence of Fe2+ and Fe3+ in alkaline medium by coprecipitation method.  
Biomineralization of magnetic iron oxide nanoparticles in the protein cage 
involves Fe2+entry through hydrophilic channels of protein, oxidation of Fe2+ to 
Fe3+ at ferroxidase centers and through the reaction between Fe2+ and Fe3+ with 
the help of an oxidant (H2O2), iron oxide (Fe3O4) nuclei formation occurs at the 
nucleation sites in the cavity (Equation 1)(M. Uchida et al., 2006).Then growth 
of iron oxide coresoccursup to 8 nm. Magnetic iron oxide encapsulated 
apoferritin cages are called as magnetoferritin(Balejc, 2019).  

 
Equation 1 

Magnetoferritin nanocages could be synthesized by different iron loading 
factors, defined as Fe atom/protein cage. It was shown that magnetoferritin with 
the loading factor of 5000 Fe atom /protein cage could be synthesized (Aslan, 
Aşık, & Volkan, 2016).It is the theoretical loading factor, experimental loading 
factors could be determined by Bradford assay and ICP-MS analysis for protein 
and iron concentration determinations, respectively(Aslan et al., 2016). 

Magnetic nanoparticles are of importance for their several applications such 
as hyperthermia, magnetic delivery, and magnetic resonance imaging (MRI). 
There are many examples of surface modified magnetoferritin nanocages for 
targeting and therapy of cancer cells in literature (Kitagawa et al., 2017; 
Terashima et al., 2011; M. Uchida et al., 2006). MRI efficiency of 
magnetoferritins were also evaluated so much up to now(M. Uchida et al., 
2008). Recently, magnetoferritin nanocages were proposed as effective T2 
contrast agents while magnetoferritin may not serve as T1 contrast agent in 
MRI(Aslan, 2022). 
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PROPERTIES OF APOFERRITIN 
The important biological function of apoferritin is its ability to bind and 

store iron; iron is stored in the liver in the form of ferritin and in blood in the 
form of hemoglobin. Another role of apoferritin being as protecting human 
leukemia orendothelial cells from oxidative stresswas also demonstrated in 
literature(Sergeev, Dolinska, & Hejtmancik, 2019).Apoferritin produced from 
horse spleen was first studied and used as a template in 1978 for the synthesis of 
inorganic nanoparticles (Banyard, Stammers, & Harrison, 1978). Apoferritin 
has a robust structure that can withstand up to 70°C and a wide pH range(pH 
2.0–10.0)(Heger, 2014).  

Apoferritin can be reversibly separated into its subunits and reassembled into 
its intact structure depending on pH of the medium. Apoferritin degradation 
begins at pH: below ~3 and above pH: ~10 (Valero et al., 2011). Then, 
reassembly of apoferritin into its spherical structure occurs at pH: ~7 (Aime & 
Frullano, 2002). Trapping of small molecules inside the inner cavity of 
apoferritin is successfully achieved by disassembly route (Makino et al., 2011). 
The pH of apoprotein solution is arranged to below 3 or above 10, then 
molecules that will be encapsulated in protein cage are added to the protein 
solution. Then, the pH of protein solution is again arranged to pH: ~7, the 
dissociated subunits reassemble while reforming the 24-mer ferritin and 
trapping the small molecules within its interior. This procedure is referred to as 
disassembly/reassembly method (Figure 1). 

 
Figure 1. Disassembly/Reassembly of apoferritin for nanoparticle 

encapsulation. 
 
Apoferritin and ferritin proteins that were isolated from mammalian cellsare 

commercially available such as horse spleen apoferritin, ferritin from human 
liver, however apoferritin can also be prepared by a reduction and complexation 
procedure by using ferritin containing iron (III) oxides (FeOOH(k)). Fe3+ ions 
that are bond to the interior protein cavity are reduced to Fe2+ ions by a reducing 
agent (thioglycolic acid, 2-2’bipyridyl)at 4 0C and under N2 purge, Fe2+ ions are 
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then removed from protein cavity by exclusive dialysis for days. The removal of 
iron content is understood by observing the protein color. Dialysis is continued 
until the color changes from dark brown to light yellow(Funk, Lenders, 
Crichton, & Schneider, 1985; Ueno et al., 2004). 

  
APPLICATIONS OF FERRITIN/APOFERRITIN IN BIOMEDICAL 

FIELD 
In recent years, apoferritin or ferritin proteins of biological origin have been 

used as various nanocarrier systems for biomedical applications especially for 
cancer diagnosis and therapy up to now due to its biocompatibility and low 
cytotoxicity. Moreover, by using the amine and carboxylic functional groups 
from amino acid groups such as lysine, cysteine, histidine, some specific 
ligands could be able to be attached to the external surface of protein thus 
various functionalities and multifunctionality could be gained to the protein 
nanocarriers(Aslan et al., 2016).  

In the previous studies in literature, it was observed that ferritin was easily 
and effectively taken up by the cells by endocytosis ways and due to the 
existence of receptors on cell surfaces that are specific to membranes placed on 
some tumor tissues.  According to the results, ferritin and apoferritin systems 
were more toxic on cancerous cells and protein cages itself protect its 
biocompatibility up to higher cell viability percentages. On the other hand, 
cancerous cell death was generally caused by apoptosis and necrosis(Aşık, 
Aslan, Güray, & Volkan, 2018). 

In the literature, there are some surface modifications for biological 
applications; fluorophore groups were bonded to amine groups of ferritin and 
fluorescence nanoparticles were obtained with high water 
solubility(Khoshnejad, Parhiz, Shuvaev, Dmochowski, & Muzykantov, 2018); 
cationic charged ferritin nanoparticles were prepared by surface modification of 
carboxylic acids with N,N-dimethyl-1,3,propanediamine for the aim of labeling 
cells and tissues(Jutz, Rijn, Miranda, & Bo, 2013); ferritin nanocages were 
modified by incorporating some small peptides on exterior surface to be used as 
selective targeting agent to vessel systems. As an example, RGD-4C 
(CDCRGDCFC) peptide selectively binds to αvβ3 αvβ5 cell receptors and can 
be used as targeting ligand to cancer cells since the activity of these cell 
receptors diminishes in angiogenic vessel system. Thus, RGD-4C peptide can 
be utilized for targeting to cancer cells by binding it to heat shoch proteins, 
ferritins, quantum dots, anticancer agents, doxorubicin, ex. It was reported that 
bonded RGD-4C peptides to ferritin did not disturb the intact structure of 
ferritin. In the study, peptide bonded ferritin displayed high binding affinity to 
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C-32 melanoma cells containing αvβ3 receptors on its surface (M. Uchida et al., 
2006). 

Gold nanoparticles were synthesized in the cavity of apoferritin as a 
computed tomography (CT) agent and surface of the protein was functionalized 
by binding a glucose analog of 2-amino-2-deoxy-glucose (2DG) molecule 
through EDC/NHS activation for targeting MCF-7 cells since cancer cells need 
more glucose due to its high metabolic activity, thus this situation increases the 
express of glucose transport proteins on cell surfaces(D. He & Marles-wright, 
2015; B. M. Uchida et al., 2007). The uptake of the prepared nanoparticles was 
evaluated in breast cancer cells (MCF-7) and normal cells (MCF-10A) and the 
effectiveness of nanoparticles as a CT contrast agent was evaluated using 
micro-CT instrument. According to the results, prepared nanoparticles were 
displayed more uptake in MCF-7 cells and CT images of MCF-7 cells were 
successfully taken(Aslan, Aşık, Güray, & Volkan, 2020). 

It is known that apoferritin has a self-targeting property to transferrin 
receptor 1 (TfR1) andit can cross the brain blood barrier due to the high 
expression of TfR1 in both brain endothelial and glioma cells, thusdoxorubicin 
anticancer drug was encapsulated unmodified apoferritin nanocage for brain 
targeting. The research displayed that apoferritin had significant penetrating and 
targeting effects in mouse glioma C6 and mouse brain endothelial bEnd.3 cell 
lines (Chen et al., 2017).In the other study,idarubicin anticancer drug was 
encapsulated within apoferritin through disassembling/reassembling procedure 
at pH 2 and pH 7.4 for the evaluation of the efficiency of its anticancer activity 
towards human breast cancer cell line (MCF-7).Free drug and drug loaded 
apoferritin toxicity was investigated and the results indicated that drug loaded 
apoferritin displayed more toxicity on MCF-7 cells. It was attributed to self-
targeting ability of apoferritin on tumor cells towards highly expressed of 
SCARA5 receptor and transferrin 1 receptor (TfR1) (Rafipour, 2021). 

There are two ways to incorporate nanoparticles in apoferritin cages; termed 
by reassembly and nanoreactor routes as mentioned before. It was shown in 
literature that luminescent PbS quantum dots for studies of biological media 
were successfully incorporated in apoferritin cage by two 
approaches(Hennequin et al., 2008).Apoferritin nanocages were designed 
forsynergistic combination effect of Quercetin with Curcumin on breast cancer 
cell (MCF7) apoptosis.Protein nanoparticles were found to increase the 
targeting of MCF 7 cells and displayed a synergistic cytotoxic effect for 
MCF10A cells (Mansourizadeh et al., 2020). 

Modified protein cage structures arehighly promising candidatesin 
biomedical applications. As mentioned before, poor biocompatibility and 
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C-32 melanoma cells containing αvβ3 receptors on its surface (M. Uchida et al., 
2006). 

Gold nanoparticles were synthesized in the cavity of apoferritin as a 
computed tomography (CT) agent and surface of the protein was functionalized 
by binding a glucose analog of 2-amino-2-deoxy-glucose (2DG) molecule 
through EDC/NHS activation for targeting MCF-7 cells since cancer cells need 
more glucose due to its high metabolic activity, thus this situation increases the 
express of glucose transport proteins on cell surfaces(D. He & Marles-wright, 
2015; B. M. Uchida et al., 2007). The uptake of the prepared nanoparticles was 
evaluated in breast cancer cells (MCF-7) and normal cells (MCF-10A) and the 
effectiveness of nanoparticles as a CT contrast agent was evaluated using 
micro-CT instrument. According to the results, prepared nanoparticles were 
displayed more uptake in MCF-7 cells and CT images of MCF-7 cells were 
successfully taken(Aslan, Aşık, Güray, & Volkan, 2020). 

It is known that apoferritin has a self-targeting property to transferrin 
receptor 1 (TfR1) andit can cross the brain blood barrier due to the high 
expression of TfR1 in both brain endothelial and glioma cells, thusdoxorubicin 
anticancer drug was encapsulated unmodified apoferritin nanocage for brain 
targeting. The research displayed that apoferritin had significant penetrating and 
targeting effects in mouse glioma C6 and mouse brain endothelial bEnd.3 cell 
lines (Chen et al., 2017).In the other study,idarubicin anticancer drug was 
encapsulated within apoferritin through disassembling/reassembling procedure 
at pH 2 and pH 7.4 for the evaluation of the efficiency of its anticancer activity 
towards human breast cancer cell line (MCF-7).Free drug and drug loaded 
apoferritin toxicity was investigated and the results indicated that drug loaded 
apoferritin displayed more toxicity on MCF-7 cells. It was attributed to self-
targeting ability of apoferritin on tumor cells towards highly expressed of 
SCARA5 receptor and transferrin 1 receptor (TfR1) (Rafipour, 2021). 

There are two ways to incorporate nanoparticles in apoferritin cages; termed 
by reassembly and nanoreactor routes as mentioned before. It was shown in 
literature that luminescent PbS quantum dots for studies of biological media 
were successfully incorporated in apoferritin cage by two 
approaches(Hennequin et al., 2008).Apoferritin nanocages were designed 
forsynergistic combination effect of Quercetin with Curcumin on breast cancer 
cell (MCF7) apoptosis.Protein nanoparticles were found to increase the 
targeting of MCF 7 cells and displayed a synergistic cytotoxic effect for 
MCF10A cells (Mansourizadeh et al., 2020). 

Modified protein cage structures arehighly promising candidatesin 
biomedical applications. As mentioned before, poor biocompatibility and 

possible toxicities towards especially healthy cell and tissues created by naked 
nanoparticles limit their utilization in clinical applications. Thus, using 
biomimetic approaches would shed on light biocompatible theragnosticfor 
future research on these natural, versatile promising protein assemblies. 

 
CONCLUSION 
Biomimetic approaches for obtaining nanoparticles that will be used in 

biomedical is a current issue and attract great interest. The advantages of using 
biological origin templates such as ferritin and similar proteins are that they are 
natural carriers that do not stimulate the body's defense mechanism, since their 
behavior in the body is well-defined, and allows high-dose use. Nanomaterials 
andeven nanotheragnosticin literature are generally prepared chemically and it 
is known that these nanoparticles have cytotoxic or genotoxic effects in vitro to 
a large extent. Thanks to the biomimetic approach, disadvantages such as 
toxicity and biocompatibility would be prevented. 

Some advantages of protein cages to be used in many applications can be 
summarized as.Protein cages can be used for preparation of nanometer sized 
nanoparticles, since nanoparticles cannot be bigger than their interior diameter, 
so this provides a perfect control over mineral growth. Using protein cages 
prevents agglomeration between particles and provides water solubility. Ferritin 
and similar protein cages facilitate the cell uptake of nanoparticles by 
endocytosis.Each modified protein cage differs in size, function, chemical and 
thermal stability. The preparation of metal nanoparticles in a cage-like structure 
allows their optical and electronic properties, catalytic activities, and 
antimicrobial properties to be portable. 
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What is miRNA? 
Since, the past, the structure of the human genome and how it plays a role in 

tumour biology have been emphasized. RNA acts as a messenger between the 
gene and the final product, hence its decoding sites are known to play an im-
portant role in gene expression and regulation (Abdellatif, 2012; O'Bryan et al., 
2017). However, advances in technology have led to the discovery of transcrip-
tional units named Ncrnas, which include lncRNAs and small non-coding RNAs, 
siRNAs, snoRNAs, piRNAs, and miRNAs (Irminger-Finger et al., 2014; Zhang 
et al., 2018; Zare et al.,2018). The flow of data generated by genome sequencing 
projects over the past few decades has revealed that the vast majority of eukary-
otic genomes are transcribed into non-coding RNA species. Of these, microRNA 
(miRNA) has received great attention. miRNAs are non-coding, regulatory RNA 
molecules approximately 19-25 nucleotides long. They can be found in many or-
ganisms, including mammals, plants, and even viruses. They exert a negative reg-
ulatory effect on gene expression by binding to short motifs in messenger RNA 
(mRNA), which is largely complementary to miRNA. The reasons for this effect; 
interference with the translation of mRNAs; There may be cleavage of the mRNA 
and destabilization of the mRNA by shortening the poly(A) tail. Studies to date 
have shown that miRNAs play a role as important regulators in various biological 
events and pathological conditions. They are thought to regulate cellular gene 
expression at transcriptional and post-transcriptional levels (Jackson & Standart 
2017). MiRNAs have very important roles in the control of gene expression as 
they can cause low specificity binding of the target gene to mRNAs, mRNA deg-
radation and translation inhibition (Ambros, 2004; Bartel, 2007). 

 
MiRNA and cancer 
MiRNAs are involved in the regulation of a wide variety of cellular processes, 

including proliferation, differentiation and apoptosis. It is therefore not surprising 
that a possible dysregulation in a single miRNA-mediated pathway would have 
significant physiological effects on the organism. MiRNAs are pleiotropic in na-
ture, so they can regulate multiple genes and signalling pathways (Li et al., 2010; 
You et al., 2017). Some studies have shown that miRNAs are abnormally ex-
pressed or mutated in cancer, suggesting that they may play a role as a new class 
of oncogenes or tumour suppressor genes (Gao et al., 2017). The fact that some 
miRNAs function as oncogenes and others as tumour suppressor genes in various 
cancers reveals that miRNAs are also regulators of tumour progression, metasta-
sis and invasion (Nicoloso et al., 2009; Le Quesne & Caldas 2010). MiRNAs are 
involved in every stage of cancer development and progression. Altered miRNA 
expressions are linked to tumour onset, progression, and persistence (Sicard et 
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al., 2013). In addition, it also plays a role in the processes of drug resistance, 
invasion and metastasis. MiRNAs may play a role in many steps such as cancer 
development, progression and therapeutic response; they can act as a potential 
oncopromotor or suppressor. This supports the idea that interfering with multiple 
targets is a better way to target than a single gene or signalling pathway (Sumazin 
et al., 2011; Shah et al., 2016). In human malignancies, a higher dysregulation is 
observed in miRNA expression level in cancer cells compared to healthy cells. If 
we consider the main reasons for these changes in miRNA expression in cancer; 
Amplification or deletion of genes encoding miRNAs, epigenetic changes, tran-
scriptional regulation of miRNA, and defects in miRNA biogenesis can be cited 
as causes. 

 
miRNAs with Oncogenic and Tumour Suppressive properties 
miRNAs can have oncogenic or tumour-suppressive properties based on the 

role of the mRNA they target in molecular pathways. In various cancer cases, 
miRNAs with increased expression levels are referred to as oncogenic miRNAs, 
and miRNAs that inhibit tumour formation by suppressing oncogenes are referred 
to as tumour suppressor miRNAs. Oncogenic miRNAs act on the cell cycle and 
contribute to cancer cell growth by targeting cyclin-dependent kinase (CDK) in-
hibitors or transcriptional repressors, of retinoblastoma family proteins. A large-
scale analysis of miRNA profiles revealed that the human miR-17-92 group is 
upregulated in several types of cancer, including lung cancer (Volinia et al., 
2006). When looking at tumour suppressor miRNAs; Let-7 is the first miRNA 
family discovered and most family members have been accepted as tumour sup-
pressor miRNAs because they are found in fragile regions with multiple cancer-
associated deletions, decrease in gene expression causes oncogenic differentia-
tion (Calin & Croce, 2006). In addition, Let-7 is one of the miRNAs most asso-
ciated with poor prognosis in human cancers (Malumbres, 2013). The other tu-
mour suppressor miRNAs are miR-145, miR-143, miR-15a and miR-16-1. 

 
Effects of plant extracts and phytochemicals on miRNA 
Plant-based natural molecules have received great interest in stopping cancer 

progression in recent years. Natural compounds and their derivatives are widely 
used in clinical therapy due to their innovative structure, high biological activity 
and low side effects. Increasing data have revealed that some natural compounds 
exhibit anticancer properties through epigenetic mechanisms (Wang et al., 2013). 
During the antitumor effect, natural compounds have been shown to alter the ex-
pression profiles of certain miRNAs (Lin et al., 2017). Plant extracts and phyto-
chemicals such as resveratrol, genistein, curcumin, EGCG, I3C and DIM can 
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abolish cancer disease and subsequent symptoms by regulating miRNAs (Li et 
al. 2010). 

 
miRNA and Multiple Myeloma 
Multiple myeloma (MM) is a malignant neoplasm of B lymphocyte-derived 

plasma cells that usually results in the production of high amounts of monoclonal 
antibodies (Palumbo & Anderson 2011). Multiple myeloma (MM) is character-
ized by the widespread proliferation of pathological plasma cells and infiltration 
of other tissues and organs in the bone marrow. Many studies in in-depth research 
on MM have supported the use of miRNAs in the prognosis and treatment of 
myeloma. To date, the existence of a number of miRNAs with oncogenic poten-
tial, whose overexpression is associated with the development or progression of 
MM, as well as miRNAs with suppressive functions and reduced expression lev-
els that act to inhibit oncogenes and reduce tumour growth has been demon-
strated. For example; lower expression levels of miR-15a, miR-25, miR-16 let-
7e and miR-744 indicates poor overall survival in cases of MM, and similarly, 
downregulation of miR-15a, miR16 and miR-25 and upregulation of miR-92a has 
been reported to be associated with shorter progression-free survival (Xu et 
al.,2019). In addition to prognostic and predictive miRNAs in MM, there are im-
portant miRNAs in the bone marrow microenvironment, miRNAs involved in the 
regulation of proliferation and growth, and miRNAs that are effective in apopto-
sis and migration (Szudy-Szczyrek et al., 2022). Considering the significant im-
pact of both oncomirs and tumour suppressor miRNAs on the pathogenesis and 
disease course of multiple myeloma, miRNA-based therapies seem to be very 
important in the treatment of MM. 

 
Plant Extracts and Phytochemicals on miRNAs in Multiple Myeloma 
In recent years, agents derived from plants are preferred as new cancer thera-

peutics. Plant extracts and phytochemicals have a very important role in cancer 
treatment. Studies conducted to date show that plant-based alternative and com-
plementary treatment methods are often preferred in cancer treatment. The effects 
of plant-derived components, particularly on miRNA expression levels, have 
been studied recently. Plant extracts and phytochemicals can regulate miRNAs 
and extinguish cancer cell resistance to traditional therapy (Li et al. 2010). Ab-
normal expression of miR-21 in MM has been shown to be associated with dis-
ease progression as well as being a predictor of poor patient prognosis (Leone et 
al., 2013; Wang et al., 2016). miR-21 expression is related to the hypoxic envi-
ronment as well as tumour development. Thus, therapeutics targeting miR-21 
may hold potential for use on hypoxic cells that have survived other anti-tumor 
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therapy. In a study by Liu et al. (2017), they investigated the effects of gam-
bogenic acid on miR-21 expression in hypoxic multiple myeloma cells. Gam-
bogenic acid is one of the main components of resin, a traditional medicine de-
rived from the Garcinia hanburyi tree (Song et al., 2007) and studies have re-
ported that gambogenic acid exhibits potent and wide-ranging anti-tumour ef-
fects. When the effect of GNA on miR-21 expression in U-266 MM cell lines 
under normoxia and hypoxia conditions was evaluated, it was reported that GNA 
treatment decreased miR-21 expression more in the hypoxia group compared to 
the normoxia group. In another study, Hu et al. (2013) investigated the effects of 
berberine, a natural isoquinoline alkaloid that can be extracted from many medic-
inal plants such as Hydrastis canadensis, Cortex phellodendri and Rhizoma cop-
tidis, on miR-21 expression levels in multiple myeloma. Berberine exhibits vari-
ous pharmacological activities such as anti-inflammatory (Kuo et al., 2004), an-
ticancer (Lin et al., 2008; Tang et al., 2009) and antioxidant (Yin et al., 2008). 
The effects of berberine in leukaemia and lymphoma have recently been studied 
using both in vivo and in vitro approaches (Wu et al., 1998; Lin et al., 2006; Yu 
et al., 2007). At the end of the study, it was reported that miR-21 levels were 
down-regulated in a dose-dependent manner with 24-hour administration of ber-
berine (40, 80, 120 and 160 µmol/L). Berberine has also been shown to downreg-
ulate miRNA-21 expression in RPMI-8226 cells (Luo et al., 2014). Feng et al. 
(2015) reported that three miRNA groups (miR-106~25, miR-17~92, and miR-
99a~125b) in MM cells were significantly down-regulated after treatment with 
berberine. Xie et al., (2016) who examined the effect of genistein (genistein is an 
isoflavone found in some plants that has been described as an angiogenesis in-
hibitor and a phytoestrogen) on the suppression of NF-kB and modulation of 
caspase-3 activity on U266 multiple myeloma cells, reported that genistein leads 
to down-regulation of NF-kB and up-regulation of micro-RNA 29b. Among ER 
stress-associated microRNAs, miR-211 has been reported to act as a pro-survival 
miRNA and inhibit the accumulation of the proapoptotic transcription factor 
C/EBP homologous protein (CHOP) (Chitnis et al., 2012). In the study by Cha et 
al. 2018, the inhibition mechanism of Cnidium officinale extract in lymphoma 
and multiple myeloma (MM) cells was investigated and the effect of Cnidium 
officinale extract on inducing apoptosis through ROS/ER stress and apoptotic 
mechanisms regulated by miR-211. miR-211, one of the pro-survival miRNAs, 
has been reported to be decreased in U937 and U266 cells as a result of the ap-
plication of the extract. Another study investigated the molecular mechanism un-
derlying the induction of apoptosis by Salvia miltiorrhiza and reported upregula-
tion of miR-216b in extract-treated U266 and U937 cells compared to control 
group (Kim et al., 2018). A study by Lim et al., (2019) was investigated the new 
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anti-cancer mechanism of Spatholobus suberectus extract against haematological 
cancers (multiple myeloma and leukaemia), also the effect on ROS/ER stress and 
miRNA regulation.  A novel anti-cancer mechanism of extract via miR-657/ER 
stress-mediated apoptosis was enunciated and it was reported that the expression 
of oncomiR-657 in SSD-treated cell lines was decreased compared to the control 
group. 

 
Conclusion 
In recent years, it has been shown that disorders in the regulation of miRNA 

cause the emergence of various diseases, especially cancer. Therefore, miRNA 
expression profiles are thought to be quite promising in diagnosis and treatment. 
The determination of miRNA expression levels in different cancer patients and 
the evaluation of target mRNAs will provide significant benefits in the early di-
agnosis of cancer and in the development of appropriate treatment methods. In 
addition, identifying the miRNAs expressed at different levels in healthy tissues 
and tumour tissue will be very useful to elucidate the role of these miRNAs in 
human cancers. Multiple myeloma (MM) is the second most common type of 
hematological cancer. Despite new and effective treatment methods, MM is still 
not a curable disease. Comprehensive research is increasing day by day to find 
new treatment options. On the other side, miRNAs have broad application pro-
spects in the diagnosis and treatment of MM. Further work is needed to fully 
understand the mechanism of MM and to develop miRNA-based therapies with 
the use of herbal extracts and phytochemicals. 
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1. INTRODUCTION 
Financial issues are an integral part of individuals' lives. Money and its time 

value, which are always on the agenda in the insurance sector, banking, buying 
and selling of stock or realty or any kind of borrowing relationship, also constitute 
the basic dynamics of actuarial science. 

Actuarial sciences are of interest of mathematicians, statisticians, economists, 
and econometricians. This science is necessary especially for insurance compa-
nies because it tries to measure risks using mathematics, probability, and statis-
tics. In short, the actuary uses mathematical and statistical techniques to deter-
mines probabilities of being in the future and the expected financial results of 
these events. By this knowledge, the amount of money that should now be held 
can be calculated by actuary, ensuring that there is enough money to pay in a 
possible situation. Or actuarial mathematics can be used to support solving sev-
eral different problems in business and government. 

Besides all these, the actuary is also concerned with the life expectancy of 
people. Because the completion of any payment period is also linked to the sur-
vival of individuals. For this reason, it can make premium calculations by con-
sidering the survival probabilities of individuals in all calculations. One way of 
calculating the survival probabilities of individuals is the use of life tables. A 
chart that shows the probability that individuals will die before their next birthday 
is called actuarial life charts. These tables are often used by life insurance com-
panies to calculate the remaining life expectancy for people of different ages and 
stages, as well as the probability of survival at a certain age. The content of the 
table can be explained as follows. A life table is a table in which it is reported 
whether a certain number of people born today in any community survive tomor-
row, the next day or in the following years. For example, recording numerical 
information such as how many of 100 people born today are alive next year or 
how many are alive after 5 years creates a life table for that community. Since the 
mortality rates of males and females are different, the actuarial life table is calcu-
lated separately for them. An actuarial life table or life table can also named as 
mortality table. 

Actuaries working in all these fields aim to contribute to scientific develop-
ments by approaching the subject from different fields. For example, dealing with 
the issue of paying the debts of individuals to financial institutions, defaulting, 
and restructuring the debt are also fields of actuarial science. Although institu-
tions generally work with fixed instalment payments, they may tend to meet the 
special payment demands of customers. Especially in periods or countries where 
the course of economic indicators is fluctuating, such demands may gain greater 
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importance. Such special demands reveal the need of institutions for flexible pay-
ment models. For this purpose, Alpman and Ünal (2019) studied payment models 
in which the increments are not constant, and they also calculated these models 
with life probabilities and presented the relationships between the models in the 
same study. In particular, the increase in the income of people after a certain age 
allows them to make their payments more easily and in higher amounts. For this 
reason, individuals who can make lower payments in the first period may think 
that they can afford higher instalments as time progresses. While planning the 
payments of the customers in the aforementioned structure, payment plans that 
increase within certain criteria may be needed. To meet this need, there are arith-
metic or geometric incremental methods in the literature. In a study conducted 
for this purpose, in addition to arithmetic or geometric incremental methods, the 
accelerated method is proposed (Alpman and Ünal, 2019). For all the mentioned 
methods, besides providing an increase in instalments, the need for a decrease in 
a certain order is also taken into consideration. 

In this study, in line with the purpose, the focus is on the planning stage of the 
payments of the products or loans purchased by the individuals or institutions. 
Customer-specific payment models have been discussed in order to meet the dif-
ferent demands of customers regarding competition conditions, economic and so-
cial conditions, and to make a difference or stand out for financial institutions. 

Graduated payment mortgages (GPM) are a type of fixed rate loan with an 
amortization schedule that provides lower payments early on and then increases 
over time. Such payments are quite common in the market. In such cases, the aim 
is to enable individuals to take out loans. Because in some cases, people prefer 
periods that start with minimum payments and then reach increasing amounts. Of 
course, in some cases, loans with decreasing payments will be advantageous for 
those who can easily meet the payments in the first time but may have difficulties 
in the following years / processes. Different types of approaches have been made 
to such problems related to the variability of payments, and some studies have 
been conducted. For example, Tauer (1984) has addressed the problem of gradual 
payments using simple interest. In the study, geometric and arithmetic increment 
cases are also discussed as examples. Formato (1992) focused on installations 
other than fixed pay in his study, which dealt with the varying amounts of interest 
and principal included in each pay. In addition, Formato (1992) also discussed 
loans in which payments were skipped in the same study. He also stated that such 
loan payment plans are suitable for institutions and individuals where the diffi-
culty of paying loan payouts varies throughout the year. He cited the tourism 
sector as an example and stated that a business in the tourism sector may find 
credit planning attractive, which is non-payment in certain periods. Moon (1994), 
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on the other hand, reconsidered and explained Formato' s calculations of skip 
payment loans. In addition, he expanded the study by considering the study in the 
context of geometric series. Eroğlu and Özdemir (2012), on the other hand, em-
phasized that loan repayments are generally in equal instalments, but the change 
in loan instalment rates will provide motivation to reach the customer. In this 
study, rhythmic skipping payment models were studied, emphasizing that the 
methods suggested by Formato (1992) and Moon (1994) could be used in case of 
difficulties in making loan payments in the period when the costs of the customers 
increased. Other examples on the variability of payments are the studies done by 
McNamara (1990), Cathcart et al. (2015) and Knoller et al. (2015). 

In this study, which was conducted with a similar motivation, formulas were 
obtained by making theoretical calculations for a payment plan in which individ-
uals or institutions will determine the increase or decrease rates indicated by "r" 
and which also contain continuous cash flow in certain periods. In detail, equa-
tions are given for present and accumulated values in cases of payment at the 
beginning of the term (annuity-immediate case) and at the end of the term (annu-
ity-due case).  

 
2. COMBINING ANNUITIES WITH CHANGING AND CONTINU-

OUS PAYMENTS 
In this section, the calculation of the present and accumulated values of a pay-

ment plan in which the payments increase by a certain rate r or change with a 
sudden interest rate δ is studied. However, in this payment flow, where the in-
creases are not constant, one more feature has been included in the problem. 
Namely, in this cash flow where each payment increases with the rate of r in the 
next period, the payment period is divided into two parts. This distinction is in 
the form of a discrete cash flow in the first part and a continuous cash flow in the 
second part. Calculations are made with the interest rate i in the first k periods, 
where there is a discrete and increasing (or decreasing for negative values of r) 
cash flow (0 ≤ 𝑘𝑘 ≤ 𝑛𝑛). In the second part, calculations were made with instant 
rate δ. The continuous cash flow in the second period is determined for ρ(t)=ρ. 
All these problems were handled separately in annuity-due and annuity-immedi-
ate cases, and formulas for both present and accumulated values were obtained. 

 
2.1. Annuity-immediate cases 
In the calculations, with the first payment being P, each payment during the k 

period is handled by increasing (or decreasing with negative r values) the previ-
ous period payment by the rate r. Then the cash flows, for periods 1,2,..,k, will be 
as follows: 



384

 

 

P,  
P(1+r),  
P (1 + 𝑟𝑟)2,  
P (1 + 𝑟𝑟)3, 
. 
. 
P (1 + 𝑟𝑟)𝑘𝑘−1 
 
 
2.1.1. Present Value: 
In this case, the present value for the discrete payment period is 
𝑃𝑃�̈�𝑃(0,𝑘𝑘−1) = P+ 𝑃𝑃(1 + 𝑟𝑟) 𝑣𝑣 +P (1 + 𝑟𝑟)2𝑣𝑣2 + 𝑣𝑣3 P (1 + 𝑟𝑟)3 + ⋯ +

 𝑣𝑣𝑘𝑘−1 𝑃𝑃 (1 + 𝑟𝑟)𝑘𝑘−1 
where  𝑣𝑣 = (1 + 𝑖𝑖)−1 is the discount rate, r<i and 𝑒𝑒𝛿𝛿 = 1 + 𝑖𝑖 (Bowers, 1986). 

Performing some manipulations, 

𝑃𝑃�̈�𝑃(0,𝑘𝑘−1) = 𝑃𝑃.
1 − (1 + 𝑟𝑟

1 + 𝑖𝑖)
𝑘𝑘

1 − 1 + 𝑟𝑟
1 + 𝑖𝑖

 

                                = 𝑃𝑃.
(1 + 𝑖𝑖)𝑘𝑘 − (1 + 𝑟𝑟)𝑘𝑘

 (1 + 𝑖𝑖)𝑘𝑘−1 (𝑖𝑖 − 𝑟𝑟)   

                         = 𝑃𝑃. 𝑒𝑒𝛿𝛿𝑘𝑘 − (1 + 𝑟𝑟)𝑘𝑘

 𝑒𝑒𝛿𝛿(𝑘𝑘−1). (𝑖𝑖 − 𝑟𝑟)   

can be reached. 
 
The present value can be calculated for the continuous payment period by in-

tegration with respect to t as follows, 
𝑃𝑃�̈�𝑃(𝑘𝑘,𝑛𝑛) = ∫ 𝑣𝑣(𝑘𝑘, 𝑡𝑡)𝑛𝑛

𝑘𝑘  𝜌𝜌(𝑡𝑡) 𝑑𝑑𝑡𝑡 
Taking 𝑣𝑣(𝑘𝑘, 𝑡𝑡) = (1 + 𝑖𝑖)𝑘𝑘−𝑡𝑡, the integration is 
              = ∫ (1 + 𝑖𝑖)𝑘𝑘−𝑡𝑡𝑛𝑛

𝑘𝑘  𝜌𝜌(𝑡𝑡) 𝑑𝑑𝑡𝑡  
Since 𝑒𝑒𝛿𝛿 = 1 + 𝑖𝑖 and 𝜌𝜌(𝑡𝑡) has a constant value 𝜌𝜌, 
𝑃𝑃�̈�𝑃(𝑘𝑘,𝑛𝑛)= ∫ 𝑒𝑒−𝛿𝛿(𝑡𝑡−𝑘𝑘)𝜌𝜌 𝑑𝑑𝑡𝑡𝑛𝑛

𝑘𝑘   
can be reached. Then the present value for the continuous part of the payment 

is 
𝑃𝑃�̈�𝑃(𝑘𝑘,𝑛𝑛)=𝜌𝜌 ∫ 𝑒𝑒−𝛿𝛿(𝑡𝑡−𝑘𝑘) 𝑑𝑑𝑡𝑡𝑛𝑛

𝑘𝑘   
Taking the integration with respect to t, then 
           =𝜌𝜌

𝛿𝛿  (1 − 𝑒𝑒−𝛿𝛿(𝑛𝑛−𝑘𝑘)). 
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can be reached. Then the present value for the continuous part of the payment 

is 
𝑃𝑃�̈�𝑃(𝑘𝑘,𝑛𝑛)=𝜌𝜌 ∫ 𝑒𝑒−𝛿𝛿(𝑡𝑡−𝑘𝑘) 𝑑𝑑𝑡𝑡𝑛𝑛

𝑘𝑘   
Taking the integration with respect to t, then 
           =𝜌𝜌

𝛿𝛿  (1 − 𝑒𝑒−𝛿𝛿(𝑛𝑛−𝑘𝑘)). 

 

 

can be found.  
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𝑃𝑃�̈�𝑃 =  𝑃𝑃�̈�𝑃(0,𝑘𝑘−1) + 𝑣𝑣𝑘𝑘𝑃𝑃�̈�𝑃(𝑘𝑘,𝑛𝑛). 
 
2.1.2. Accumulated Value: 
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𝐴𝐴�̈�𝑃 =  𝐴𝐴�̈�𝑃(0,𝑘𝑘−1) + 𝐴𝐴�̈�𝑃(𝑘𝑘,𝑛𝑛) 

where 𝐴𝐴�̈�𝑃(𝑘𝑘,𝑛𝑛) is the accumulated value fot the period (k,n) for annuity-imme-
diate case and 𝐴𝐴�̈�𝑃(0,𝑘𝑘−1) is the accumulated value  for continuous cash flow and 
calculated as  

𝐴𝐴�̈�𝑃(0,𝑘𝑘−1) =  𝐴𝐴(0, 𝑛𝑛). 𝑃𝑃�̈�𝑃(0,𝑘𝑘−1) .  
Here 𝐴𝐴(0, 𝑛𝑛) =(1 + 𝑖𝑖)𝑛𝑛 is the accumulation ratio (Bowers, 1986).  
For 𝜌𝜌(𝑡𝑡) = 𝜌𝜌 (constant), then 
𝐴𝐴�̈�𝑃(𝑘𝑘,𝑛𝑛) = ∫ 𝐴𝐴(𝑡𝑡, 𝑛𝑛)𝑛𝑛

𝑘𝑘  𝜌𝜌(𝑡𝑡) 𝑑𝑑𝑡𝑡 

             =∫ 1
𝑣𝑣(𝑡𝑡,𝑛𝑛)

𝑛𝑛
𝑘𝑘  𝜌𝜌(𝑡𝑡) 𝑑𝑑𝑡𝑡 

              =∫ 1
𝑣𝑣(𝑡𝑡,𝑛𝑛)

𝑛𝑛
𝑘𝑘  𝜌𝜌(𝑡𝑡) 𝑑𝑑𝑡𝑡 

              = ∫(1 + 𝑖𝑖)(𝑛𝑛−𝑡𝑡)𝜌𝜌 𝑑𝑑𝑡𝑡
𝑛𝑛

𝑘𝑘
 

             =∫ 𝑒𝑒𝛿𝛿(𝑛𝑛−𝑡𝑡)𝜌𝜌 𝑑𝑑𝑡𝑡𝑛𝑛
𝑘𝑘  

             =𝜌𝜌
𝛿𝛿  (𝑒𝑒𝛿𝛿(𝑛𝑛−𝑘𝑘) − 1) 

can be obtained. From this finding, the formula for the accumulated value of 
the overall period for annuity-immediate case is 

𝐴𝐴�̈�𝑃 =  𝐴𝐴(0, 𝑛𝑛). 𝑃𝑃�̈�𝑃(0,𝑘𝑘−1) + 𝐴𝐴�̈�𝑃(𝑘𝑘,𝑛𝑛) 

                 =𝑃𝑃. (1 + 𝑖𝑖)𝑛𝑛 𝑒𝑒𝛿𝛿𝛿𝛿−(1+𝑟𝑟)𝛿𝛿

 𝑒𝑒𝛿𝛿(𝛿𝛿−1).(𝑖𝑖−𝑟𝑟)  +  𝜌𝜌
𝛿𝛿  (𝑒𝑒𝛿𝛿(𝑛𝑛−𝑘𝑘) − 1 

 
2.2. Annuity-Due Case 
Payments to be made at the end of each period during k periods with the first 

payment being P are calculated by increasing the previous period's payment by 
ratio r. In other words, for a cash flow:  

P, P(1+r), P(1 + 𝑟𝑟)2, P(1 + 𝑟𝑟)3,….., P (1 + 𝑟𝑟)𝑘𝑘−1 
 accumulated value calculation is given in this subsection. 
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2.2.1. Present Value 
In case the payments are made at the end of the period, the present value for 

the first k periods is  
𝑃𝑃𝑃𝑃(0,𝑘𝑘) = P 𝑣𝑣 + 𝑃𝑃(1 + 𝑟𝑟)𝑣𝑣2 +P (1 + 𝑟𝑟)2 𝑣𝑣3 + P (1 + 𝑟𝑟)3𝑣𝑣4 + ⋯ +

  𝑃𝑃 (1 + 𝑟𝑟)𝑘𝑘−1𝑣𝑣𝑘𝑘 
           = P. 𝑣𝑣 (1+ (1 + 𝑟𝑟) 𝑣𝑣 + (1 + 𝑟𝑟)2𝑣𝑣2 + 𝑣𝑣3  (1 + 𝑟𝑟)3 + ⋯ +

 𝑣𝑣𝑘𝑘−1  (1 + 𝑟𝑟)𝑘𝑘−1) 

          = P. 𝑣𝑣 𝑒𝑒𝛿𝛿𝛿𝛿−(1+𝑟𝑟)𝛿𝛿

 𝑒𝑒𝛿𝛿(𝛿𝛿−1).(𝑖𝑖−𝑟𝑟)   

           = P 𝑒𝑒−𝛿𝛿 𝑒𝑒𝛿𝛿𝛿𝛿−(1+𝑟𝑟)𝛿𝛿

 𝑒𝑒𝛿𝛿(𝛿𝛿−1).(𝑖𝑖−𝑟𝑟) 

            =𝑃𝑃 𝑒𝑒𝛿𝛿𝛿𝛿−(1+𝑟𝑟)𝛿𝛿

 𝑒𝑒𝛿𝛿𝛿𝛿.(𝑖𝑖−𝑟𝑟)   
where r <i. Present value for the continuous period is 
𝑃𝑃𝑃𝑃(𝑘𝑘+1,𝑛𝑛) = ∫ 𝑣𝑣(𝑘𝑘 + 1, 𝑡𝑡)𝑛𝑛

𝑘𝑘+1  𝜌𝜌(𝑡𝑡) 𝑑𝑑𝑡𝑡 

                  = ∫ (1 + 𝑖𝑖)𝑘𝑘+1−𝑡𝑡𝑛𝑛
𝑘𝑘+1  𝜌𝜌(𝑡𝑡) 𝑑𝑑𝑡𝑡 

      = ∫ 𝑒𝑒−𝛿𝛿(𝑡𝑡−𝑘𝑘−1)𝜌𝜌 𝑑𝑑𝑡𝑡𝑛𝑛
𝑘𝑘+1    

                =𝜌𝜌
𝛿𝛿  (1 − 𝑒𝑒−𝛿𝛿(𝑛𝑛−𝑘𝑘−1)). 

Based on all these findings, taking into account the time value of money the 
present value for the whole period is 

𝑃𝑃𝑃𝑃 =  𝑃𝑃𝑃𝑃(0,𝑘𝑘) + 𝑣𝑣𝑘𝑘+1. 𝑃𝑃𝑃𝑃(𝑘𝑘+1,𝑛𝑛) 

                                   = 𝑃𝑃 𝑒𝑒𝛿𝛿𝛿𝛿−(1+𝑟𝑟)𝛿𝛿

 𝑒𝑒𝛿𝛿𝛿𝛿.(𝑖𝑖−𝑟𝑟) + 𝑣𝑣𝑘𝑘+1. 𝜌𝜌
𝛿𝛿  (1 − 𝑒𝑒−𝛿𝛿(𝑛𝑛−𝑘𝑘−1)) . 

 
2.2.2. Accumulated Value: 
If the payments are made at the end of the period, the accumulated value of a 

payment schedule in which the first k payments are calculated with discrete cash 
flow and the next payments are calculated with continuous cash flow is shown by 
AV. In this case, the AV value is, 

𝐴𝐴𝑃𝑃 =  𝐴𝐴(0, 𝑛𝑛). 𝑃𝑃𝑃𝑃(0,𝑘𝑘) + 𝐴𝐴𝑃𝑃(𝑘𝑘+1,𝑛𝑛) 
For this sum, the accumulated value of 𝐴𝐴𝑃𝑃(𝑘𝑘+1,𝑛𝑛) must be calculated first. For 

𝑒𝑒𝛿𝛿 = 1 + 𝑖𝑖 and 𝜌𝜌(𝑡𝑡) = 𝜌𝜌, this value is calculated with the following formula. 
𝐴𝐴𝑃𝑃(𝑘𝑘+1,𝑛𝑛) = ∫ 𝐴𝐴(𝑡𝑡, 𝑛𝑛)𝑛𝑛

𝑘𝑘+1  𝜌𝜌(𝑡𝑡) 𝑑𝑑𝑡𝑡  =∫ 1
𝑣𝑣(𝑡𝑡,𝑛𝑛)

𝑛𝑛
𝑘𝑘+1  𝜌𝜌(𝑡𝑡) 𝑑𝑑𝑡𝑡 

     =∫ (1 + 𝑖𝑖)(𝑛𝑛−𝑡𝑡)𝜌𝜌 𝑑𝑑𝑡𝑡𝑛𝑛
𝑘𝑘+1  =∫ 𝑒𝑒𝛿𝛿(𝑛𝑛−𝑡𝑡)𝜌𝜌 𝑑𝑑𝑡𝑡    𝑛𝑛

𝑘𝑘+1  

    = 𝜌𝜌𝛿𝛿  (𝑒𝑒𝛿𝛿(𝑛𝑛−𝑘𝑘−1) − 1) 
After calculating the accumulated value for the continuous payment period, 

the accumulated value for the entire cash flow is now given by the formula, 
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𝐴𝐴𝐴𝐴 =  (1 + 𝑖𝑖)𝑛𝑛. 𝑃𝑃. 𝑒𝑒𝛿𝛿𝛿𝛿 − (1 + 𝑟𝑟)𝛿𝛿

 𝑒𝑒𝛿𝛿𝛿𝛿. (𝑖𝑖 − 𝑟𝑟) + 𝜌𝜌
𝛿𝛿  (𝑒𝑒𝛿𝛿(𝑛𝑛−𝛿𝛿−1) − 1) 

 
3. CONCLUSION 
In this study, it was started with the idea that annuity payments are shaped 

with customer demands. Because banks often go to debt restructuring, especially 
in order to prevent their loan customers from defaulting. A similar situation is 
frequently encountered in the structuring of tax debts to the state. In other words, 
in cases where a monetary relationship is established, it may be desired to ensure 
that individuals not to default. Therefore, different payment plans can be offered 
to the customer. Or banks may choose to sell loans to customers with private 
repayment plans that may be convenient personally. What is meant by personal 
convenience here is to offer the most appropriate payment advantages to individ-
uals according to their income/expenditure status. 

In this study, the theoretical formulas of payment plans, whose equations have 
not yet been in the literature, have been obtained. These theoretical calculations 
are obtained separately depending on whether the payments are made at the be-
ginning or end of the period. The present and accumulated values of each result 
were calculated. While doing all of this, the case of making a part of the payment 
periods with continuous cash flow was also taken into consideration and the cal-
culations related to this situation were combined with the discrete payments and 
general formulas were derived. Thus, the results of the alternate and continuous 
interest rate payment formulas have been made available to the relevant banks or 
financial institutions and scientists studying in the field. 
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1. Introduction 
While the need for energy in the developing world is constantly increasing, it 

is clear that energy sources, which are mostly dependent on fossil fuels, are also 
gradually depleted. For this reason, studies on reducing consumed energy are 
essential besides developing new energy sources. On the other hand, people’s 
increasing need for mobility in the developing world forces researchers to seek 
faster and safer transportation systems. Since the discovery of the 
superconductivity of the ReBaCuO (Re: Rare Earth Element) compound above 
the boiling temperature of nitrogen (77 K) (Bednorz & Müller, 1986; M. K. Wu 
et al., 1987), the high-temperature superconducting (HTS) Maglev systems have 
become promising technologies to meet the fast, safe, and environmentally 
friendly transportation systems of the developing world. The discovery of HTS 
materials is a milestone since the superconducting materials have to be cooled 
below the critical temperature to be driven into the superconducting state. 
Because with the discovery of a superconductor with a critical temperature of 93 
K, it has now become possible to cool the superconductors with liquid nitrogen. 
After the discovery of HTSs, various research groups have been trying to develop 
energy-efficient systems by utilising the magnetic levitation properties of 
superconductors, such as Maglev (Deng et al., 2016b; Floegel-Delor et al., 2019; 
Kusada et al., 2007; Ozturk, Badia-Majos, Abdioglu, Dilek, & Gedikli, 2021; 
Schultz et al., 2005; Richard M. Stephan & Pereira, 2020), frictionless magnetic 
bearings (Strasik et al., 2010; Xu, Wu, Jiao, & Zheng, 2016) and fully electric 
aircraft motors (Noland, 2021; Weng et al., 2021). The Maglev train technology 
can be dated to Alfred Zehden’s patent work in 1905 named Electric Traction 
Apparatus (Zehden, 1905). But this technology gained the most of its popularity 
after announcing the Hyperloop transportation concept, based on non-contactless 
ultra-fast transportation in a vacuum tube (Musk, 2013).  

On the other hand, the HTS Maglev systems differ from the conventional 
Maglev or Hyperloop systems with the feature of passive levitation. The passive 
levitation properties of HTS Maglev systems eliminate the negative aspects of 
traditional active Maglev systems, such as high cost, complexity, reliability 
problems, small working gaps, and errors that may occur in the power supply, 
control unit and electronic circuits. Therefore, studies on this technology have 
been increasing worldwide since the first manned HTS Maglev vehicle (Figure 
1) in the Applied Superconductivity Laboratory of the Southwest Jiaotong 
University, China (Wang & et al., 2002). The researchers in China constructed a 
45 m long HTS Maglev ring test line with a track gauge of 0.77 m, named “Super-
Maglev” in 2013 (Deng et al., 2016a; Jin et al., 2021).  
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Figure 1. The first manned HTS Maglev test vehicle (Jin et al., 2021). 
 
Although the wheel-rail friction is eliminated in Maglev systems via the 

levitated vehicle, the air friction still causes an increment in energy consumption, 
and it limits the maximum velocity of the system. The researchers constructed an 
evacuated tube with a diameter of 2 m on the “Super-Maglev” ring to explore the 
feasibility of combining the evacuated tube and Maglev technology, as seen in 
Figure 2. The system, installed in June 2014 as the first HTS Maglev Evacuated 
Tube Transport (HTS Maglev-ETT), can achieve a low-pressure environment of 
2.9 kPa allowing the HTS Maglev vehicle to run up to 50 km/h velocity. 

 

 
Figure 2. (a) The HTS Maglev ring test line in 2013 and (b) the HTS Maglev-

ETT system in 2014 (Deng et al., 2016a; Deng et al., 2017). 
 
Another research group at the Federal University of Rio de Janeiro, Brazil, 

fabricated a superconducting light rail vehicle named “Maglev-Cobra”, operating 
between two buildings on the campus (R. M. Stephan, Andrade, & Ferreira, 
2012). A full-scale module carrying eight people with a levitation gap of 1 cm is 
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shown in Figure 3a. The Maglev-Cobra prototype developed in Brazil reached 
level 7 in the NASA defined Technological Readiness Level (TRL) and is 
described as the most advanced based on this technological scale (Richard M. 
Stephan & Pereira, 2020). The researchers further developed their system with a 
6m long vehicle composed of four modules on the test line of 200 m (Figure 3b). 
A short primary linear induction motor provides traction in this system. 

 

 
Figure 3. (a) A full-scale prototype indoor module and (b) final environment 

of Maglev-Cobra (Richard M. Stephan & Pereira, 2020). 
 
Although various groups and institutes have been working on superconducting 

Maglev and motors worldwide, the results showed that these systems' magnetic 
levitation force and magnetic stiffness performance are not just at the desired 
level for commercial applications (M. Abdioglu et al., 2022; Deng et al., 2017; 
Guner, Celik, & Tomakin, 2017; Güner, 2020; Richard M. Stephan & Pereira, 
2020). Therefore, the vertical magnetic levitation force for passenger and load 
carrying capacity, lateral guidance force and magnetic stiffness for movement 
stability and safety of Maglev systems should be increased. In order to improve 
the magnetic force properties of Maglev systems, we have proposed a novel 
multi-surface HTS-permanent magnetic guideway (PMG) structure which 
enables utilising all surfaces of the PMG unlike the arrangements in the literature, 
which have single-surface interactions (Murat Abdioglu et al., 2021; Ozturk, 
Badia-Majos, et al., 2021; Ozturk, Savaskan, et al., 2021). In our previous studies, 
we investigated the magnetic levitation force, guidance force, and static and 
dynamic stiffness performance of multi-surface arrangements. However, 
magnetic force relaxation is another important phenomenon in Maglev systems, 
except for these properties.  

In the practical operations of Maglev vehicles, some intrinsic or extrinsic 
issues, such as flux creep and vibration of the vehicle’s body, respectively, causes 
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a time-dependent decrement in levitation force (M. Abdioglu, Ozturk, Kabaer, & 
Ekici, 2018).  This relaxation in levitation force results from the relaxation in 
magnetisation (M) and according to the standard Anderson−Kim model 
(Anderson & Kim, 1964) magnetisation decays with time, t as 𝑆𝑆 =
(−𝑑𝑑𝑑𝑑/𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)/𝑑𝑑0  = −𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑/𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, where M0 is the initial value of 
magnetisation. Since the relaxation of magnetisation influences the force, one can 
expect to have the below equation (M. Abdioglu et al., 2018): 

 
 (−𝑑𝑑𝑑𝑑 / 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 )/ 𝑑𝑑0  =  𝑆𝑆        (1) 
On the other hand, magnetic stiffness, which can be defined as the change in 

magnetic force acting on an object due to a unit change in position, directly 
influences the stability of Maglev vehicles. Magnetic stiffness can be better 
understood by considering the elastic constant in mechanical systems or the 
spring constant in springs. In addition to the similarity, it should be noted that 
unlike the elastic constant in mechanical structures, magnetic stiffness is a 
nonlinear function of the distance between the magnet and the superconductor. 
When the force (Fx) acting on the object and the displacement (x) of the object 
are in the same direction, the magnetic stiffness (k) is given in its simplest form 
(Moon, 1994): 

𝑑𝑑𝑥𝑥(𝑥𝑥) = 𝑑𝑑(0) + (𝜕𝜕𝐹𝐹𝑥𝑥
𝜕𝜕𝑥𝑥 )

𝑥𝑥=0
(𝑥𝑥 − 𝑥𝑥0)      (2) 

 
𝑘𝑘𝑥𝑥 = − (𝜕𝜕𝐹𝐹𝑥𝑥

𝜕𝜕𝑥𝑥 )
𝑥𝑥=0

         (3) 

 
2. Magnetic Force Relaxation and Stiffness Measurements 
The reduction in levitation force with time is unavoidable, although it is 

undesirable. So, the stable levitation force at higher force levels is an essential 
parameter for the practical applicability of HTS Maglev systems. Magnetic 
stiffness is also significant for the safe movement of Maglev systems. We have 
used a triaxial magnetic force measurement system, given in Figure 4, to measure 
the levitation force relaxation and magnetic stiffness performances of five 
different multi-surface HTS-PMG arrangements shown in Figure 5.   
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Figure 4. Triaxial magnetic levitation force measurement system. 
 

 
Figure 5. Schematic view of different multi-surface Cryostat-PMG 

arrangements. 
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For Cryostat 1 and Cryostat 3, magnetic force relaxation time measurements 
were carried out at CH=25 mm and CH=75 mm cooling heights. In these 
measurements, the vertical distance between the HTS-PMG is set to 75 mm after 
the superconductors are cooled in the respective CH. Then, the distance between 
the HTS-PMG is reduced to 5 mm, and the magnetic levitation force values are 
recorded depending on time by waiting for 200 s at this distance, where the 
maximum levitation force is obtained. Similarly, the magnetic relaxation time 
measurements with Cryostat 2, Cryostat 4 and Cryostat 5 were performed at the 
cooling conditions of FCH 20-30 and FCH 35-15. In these measurements, after 
the superconductors are cooled to the desired cooling distance, the HTS-PMG 
distance is adjusted to be 35-15 mm (upper gap 35 mm, lower gap 15 mm). Then, 
the gap between HTS-PMG is set to 5-45, and the magnetic levitation force values 
are recorded depending on time. 

For vertical magnetic stiffness values of Cryostat 1 and Cryostat 3, minor 
cycles are made in the levitation force curve at z=5 mm, 9 mm, 13 mm and 17 
mm vertical positions during magnetic levitation force measurement at CH=25 
mm cooling height (at FCH 20-30 for Cryostat 2, Cryostat 4 and Cryostat 5). For 
example, for the magnetic stiffness value at the vertical position of 17 mm, after 
the HTSs are cooled at 25 mm cooling height, the vertical distance between the 
HTS-PMG is increased to 75 mm before starting the measurement. Then, to 
perform the measurement, the vertical gap is reduced from 75 mm to 17 mm and 
then increased to 19 m (Δz=2 mm). The vertical distance is then reduced to 13 
mm for the next small cycle. Linear fitting is made to the cycle obtained in this 
way, and the magnetic stiffness value is calculated using the slope of the obtained 
line. The same process is repeated at z=13 mm, 9 mm and 5 mm positions to 
calculate the corresponding magnetic stiffness values. 

 
3. Results and Discussion 
Figure 6 shows the time-dependent graphs (relaxation time) of the magnetic 

levitation force measured at CH=25 mm and CH=75 mm cooling heights of 
different configurations of Cryostat 1 and Cryostat 3. As can be seen from the 
figure, as the maximum force value increases (for Cryostat 3, 3 HTS-3 PM), the 
reduction in levitation force becomes faster. Besides, it is seen that the Cryostat 
3, 3 HTS-3 PM arrangement tends to go to zero rapidly after 150 s. This is due to 
the reduction in the volume of liquid nitrogen with the increasing number of 
superconductors in the cryostat, and therefore, getting warm of the 
superconductors in a shorter time and returning to the normal state. 
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Figure 6. Time-dependent variation of magnetic levitation force measured at 

cooling heights CH=25 mm (a) and CH=75 mm (b) of different configurations of 
Cryostat 1 and Cryostat 3. 

 
Figure 7 shows the relaxation time measurements of different arrangements 

of Cryostat 2, Cryostat 4, and Cryostat 5 at cooling heights of CH=25 mm and 
CH=35 mm. As can be seen from the figure, the reduction in force in CH=20 mm 
cooling height is greater for all cryostats than that in CH=35 mm cooling height. 
The fact that the constant force values after the relaxation in CH=20 mm are 
higher than that in CH=35 mm indicates that CH=20 mm can be considered as 
the optimum cooling height. In addition, the rapid decrease in force caused by the 
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early heating problem for Cryostat 3 in Figure 6 was not seen in the cryostats in 
Figure 7 due to the internal volume of these cryostats being large enough and 
getting more liquid nitrogen. 

 

 
Figure 7. Time-dependent variation of magnetic levitation force measured at 

cooling heights CH=25 mm (a) and CH=35 mm (b) of different configurations of 
Cryostat 2, Cryostat 4 and Cryostat 5. 

 
Figure 8 shows the vertical magnetic stiffness comparison of HTS-PMG 

arrangements with multi-surface interaction. Magnetic stiffness increases with 
decreasing vertical gap due to the rapidly changing force at closer distances. One 
can see from the figure that the multi-surface arrangements provide higher 
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magnetic stiffness than the single-surface arrangement (Cryostat 1, 1 HTS and 
Cryostat 3, 1 HTS-3 PM).  In addition, the bigger magnetic stiffness values of 
Cryostats 2, 4, and 6 than that of Cryostats 1 and 3 can be attributed to the 
effective magnetic flux interaction surface and being used more number of HTSs 
in Cryostats 2, 4, and 6. Lastly, the nearly identical magnetic stiffness of Cryostat 
4 and Cryostat 5 indicates the cost advantage of the Cryostat 5 arrangement since 
it includes 5 PMs while Cryostat 4 includes 6 PMs. 

 

 
Figure 8. Vertical magnetic stiffness comparison of (a) Cryostat 1-Cryostat 3, 

and (b) Cryostat 2, Cryostat 4, and Cryostat 5. 
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4. Conclusions 
Magnetic force relaxation and magnetic stiffness are essential parameters in 

practical applications of Maglev systems, and that's why we have investigated 
these parameters by using five different multi-surface HTS-PMG arrangements. 
It is concluded that the time-dependent relaxation in levitation force closely 
depends not only on the used HTS-PMG arrangement but also on the cooling 
height. Obtaining higher constant force values after the relaxation in CH=20 mm 
than that in CH=35 mm indicates that CH=20 mm can be considered as the 
optimum cooling height. On the other hand, magnetic stiffness also very closely 
depends on the used configuration. The magnetic stiffness of the multi-surface 
HTS-PMG arrangement is observed to be much bigger than that of the single-
surface arrangement. The result of this study has the potential to enhance the 
applicability of the HTS Maglev vehicles in daily life. 
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INTRODUCTION 
Honeybees are members of the genus Apis and are classified as hymenopteran 

insects. They are characterized by producing honey and its products that are benefi-
cial to humans. Bee products have been used by humans for nutritional and therapeu-
tic purposes since ancient times (Cornara, Biagi, Xiao, & Burlando, 2017). Addition-
ally, interest in bee products and apitherapy has surged (Doko, Salaric, & Bazdaric, 
2021; J.-D. Lee, Park, Chae, & Lim, 2005). Apitherapy is the use of honeybees or 
honeybee products as therapeutic or preventative treatments to prevent or slow the 
course of illness (Weis et al., 2022). Although honey is the most popular main prod-
uct, various bee products (Propolis, bee venom, beeswax, and bee pollen) can be ob-
tained from the gland secretions of honey bees and/or from different botanical mate-
rials (Cornara et al., 2017). One of these products is royal jelly, which is a white, non-
fluid material generated by worker bees' mandibular and hypopharyngeal glands 
(Pasupuleti, Sammugam, Ramesh, & Gan, 2017). It is additionally described as a 
"superfood" that the queen bee consumes exclusively. Royal jelly is also offered to 
newly hatched honeybee larvae to aid in their development (Buttstedt, Moritz, & 
Erler, 2013). 

 
ROYAL JELLY 
Royal jelly, which attracts people's attention from a medical point of view, is 

widely used in traditional medicine as a nutritional complex to help combat many 
chronic health problems. In various studies, it has been determined that it has various 
pharmacological activities such as anti-inflammatory, antitumor, antibacterial, and 
antiallergic (Pasupuleti et al., 2017). The major component of royal jelly, royalactin, 
allows a larva to morphologically transition into a queen bee (Kamakura, 2011). It is 
the primary cause for the queen bee's extended lifespan compared to other bees 
(Pasupuleti et al., 2017).  

It has been demonstrated that royal jelly contains carbohydrates, water, lipids, 
protein, vitamins mineral and salts (Nagai & Inoue, 2004) and approximately 185 
organic compounds were detected (Pasupuleti et al., 2017). Some of the essential 
components that can be found include royalactin, defensin-1, adenosine monophos-
phate (AMP) N1-oxide,10-hydroxy-2-decenoic acid (10-HDA), major royal jelly 
proteins (MRJPs), prolactin, testosterone, estradiol, and progesterone (Bucekova et 
al., 2017; Ramadan & Al-Ghamdi, 2012; Sugiyama, Takahashi, & Mori, 2012). 

Proteins constitute the majority of dry substance in royal jelly, with more than 
80% containing MRJPs, which are soluble glycoproteins (The most well-known 
among these is royalactin, which weighs 57-kDa) (Cornara et al., 2017; Kamakura, 
2011). The lipid fraction is predominantly composed of terminally and/or internally 
hydroxylated medium chain fatty acids with terminal mono- or dicarboxylic acid 
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functionalities (The most well-known among these is 10-HDA) (Li, Huang, & Xue, 
2013). 

 
The Bioactivities of Royal Jelly 
The medicinal effects of royal jelly, which is an important bee product, have been 

the subject of various studies. According to several clinical research, royal jelly is 
useful in alleviating premenstrual syndrome, treating urinary issues, and enhancing 
the quality of life in postmenopausal women (Seyyedi, Rafiean-Kopaei, & Miraj, 
2016; Taavoni, Barkhordari, Goushegir, & Haghani, 2014). Zamani et al. (2012) 
stated in an in vivo study that royal jelly has potential neuroprotective properties and 
may be beneficial against Alzheimer's disease (Zamani, Reisi, Pilehvarian, & Alaei, 
2012). In addition, another study determined that royal jelly consumption improves 
mental health (Morita et al., 2012). Guo et al. (2009) reported that some peptides 
obtained from royal jelly showed strong antioxidant activity (Guo, Kouzuma, & 
Yonekura, 2009). It has been reported that MJRPs called jellein-I and -II show anti-
microbial activity against Escherichia coli, Bacillus subtilis, Staphylococcus aureus, 
and S. saprophyticus microorganisms (Fontana et al., 2004). It is known that the pro-
tein called royalisin has antimicrobial effect against various bacteria (Fujiwara et al., 
1990). It has also been showed that the 10-HDA component has a strong antibacterial 
effect against E. coli, S. aureus and B. subtilis bacteria (Alreshoodi & Sultanbawa, 
2015). It has been stated that 10-HDA has an anti-inflammatory effect and also reg-
ulates the immune system (Gasic et al., 2007; Sugiyama et al., 2012). 

 
WOUND HEALING 
Wound healing is a biological process involving a controlled succession of many 

complex stages, including inflammation, proliferation, and remodeling, and regu-
lated by growth factors secreted by numerous cells (Dindar, Kaltalioglu, & Coskun 
Cevher, 2017; Y.-S. S. Lee, Wysocki, Warburton, & Tuan, 2012). This process can 
be impeded or prevented by a number of factors (such as aging, oxidative stress, di-
abetes mellitus, infection) which can reduce life quality by delaying or blocking re-
covery (Kaltalioglu & Coskun Cevher, 2021). Approximately 1% to 2% of the pop-
ulation in wealthy countries is currently affected by chronic wounds (Nussbaum et 
al., 2018). By 2027, it is anticipated that the global market for wound care products 
would reach $18.7 billion (Sen, 2021; Yu, Zhang, & Guo, 2022).  

 
ROYAL JELLY AND WOUND HEALING 
Bee products or their combinations with various products have traditionally been 

preferred for wound treatment since ancient times (Molan, 2006). Considering the 
content and structure of royal jelly, it can be thought that it has a potential for use in 
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2015). It has been stated that 10-HDA has an anti-inflammatory effect and also reg-
ulates the immune system (Gasic et al., 2007; Sugiyama et al., 2012). 

 
WOUND HEALING 
Wound healing is a biological process involving a controlled succession of many 

complex stages, including inflammation, proliferation, and remodeling, and regu-
lated by growth factors secreted by numerous cells (Dindar, Kaltalioglu, & Coskun 
Cevher, 2017; Y.-S. S. Lee, Wysocki, Warburton, & Tuan, 2012). This process can 
be impeded or prevented by a number of factors (such as aging, oxidative stress, di-
abetes mellitus, infection) which can reduce life quality by delaying or blocking re-
covery (Kaltalioglu & Coskun Cevher, 2021). Approximately 1% to 2% of the pop-
ulation in wealthy countries is currently affected by chronic wounds (Nussbaum et 
al., 2018). By 2027, it is anticipated that the global market for wound care products 
would reach $18.7 billion (Sen, 2021; Yu, Zhang, & Guo, 2022).  

 
ROYAL JELLY AND WOUND HEALING 
Bee products or their combinations with various products have traditionally been 

preferred for wound treatment since ancient times (Molan, 2006). Considering the 
content and structure of royal jelly, it can be thought that it has a potential for use in 

wound treatment. In a study, it was reported that royal jelly increases the fibroblast 
migration dose-dependently during the healing process and has an effect on some 
lipids such as cholesterol and spingonin (Kim et al., 2010). Park et al. (2011) stated 
that royal jelly improves collagen production and thus has a protective potential 
against UV rays (Park et al., 2011). El-Gayar et al. (2016) stated that royal jelly can 
be used to enhance wound healing as a result of an in vivo study (El-Gayar, 
Aboshanab, Aboulwafa, & Hassouna, 2016). 

It is possible that the 10-HDA, defensin-1, and MJRPs components found in royal 
jelly are responsible for its favorable benefits on wound healing. 10-HDA increases 
collagen production, expression of growth factors that orchestrate healing process 
such as TGF-β, VEGF, FGF-1, and inhibits TNF-α, collagenase, lipoxygenase and 
cyclooxygenase (Izuta, Chikaraishi, Shimazawa, Mishima, & Hara, 2009; Kim et al., 
2010; Yang et al., 2010). Moreover, Bucekova et al. (2017) reported that royal jelly 
is successful in wound healing treatment (Bucekova et al., 2017). They stated that 
royal jelly significantly increased keratinocyte migration, matrix metalloproteinase-
9 production and wound closure rates, and these properties may be due to the defen-
sin-1 protein it contains. In addition, Fratellone et al. (2015) considered that royal 
jelly is helpful for treating wounds and repairing tissue (Fratellone, Tsimis, & 
Fratellone, 2016). Collagen and growth factors are extremely important proteins for 
wound healing. Collagen is one of the most important proteins found in connective 
tissue. It has a role in the proliferation and migration of cells, in addition to provide 
structural support throughout the process of wound healing (Brett, 2008). Growth 
factors such as VEGF, TGF-β, EGF, PDGF, FGF are involved in vital processes such 
as new vessel formation, inflammation and re-epithelialization during the healing 
process (Barrientos, Stojadinovic, Golinko, Brem, & Tomic-Canic, 2008). Also, 
MRJP2, MRJP3, and MRJP7 promote healing process by triggering the differentia-
tion, proliferation, and migration of epidermal keratinocyte cells (Kunugi & 
Mohammed Ali, 2019).  

 
CONCLUSION 
It is important to search for agents with less side effects for the correct, effective 

and rapid treatment of this complex process. Royal jelly is one of the candidates. 
Although current studies show that it has potential for wound treatment, its effective-
ness in different wound types (diabetic, burn, ulcer) should be supported by pre-clin-
ical and clinical studies. 
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1. INTRODUCTION 
The superconducting phenomenon was first found in 1911 by Onnes (Onnes, 

1911) for heavy mercury material at 4.2 K. As is known, the behavior of super-
conductivity is studied by both the perfect Meissner effect and critical transition 
temperature values. Whereas the first coincided with the complete magnetic flux 
fields expulsion inside the material (Meissner and Ochsenfeld, 1933), the second 
parameter referred the existence of a certain transition temperature below which 
the compound is superconductor. Many materials such as metals, semi-metals, 
elements, organic compounds, alloys, metal-based compounds, fullerites, rare 
earth borocarbides, heavy fermions, carbon-based compounds ruteno-cuprate 
compounds, A-15 inorganic materials, chevrel phase, semi-metal-containing 
samples, magnesium diboride, chalcogens, silicon-based samples, pyrochlorine 
oxides, and cuprate-layered perovskite type-II materials have been included in 
the superconducting parents throughout the history of the phenomenon of super-
conductivity (Kleiner and Buckel, 2016; Guner, et. al., 2019). Also, new type 
compounds are being searched to show the superconducting phenomenon with 
higher critical transition temperatures (initial and offset), higher critical current 
density, greater carrying density capacity and higher magnetic field carrying ca-
pacity (Takayama, 1998; Yamauchi and Karppinen, 2000; Chen, et. al., 2002; 
Zalaoglu, et. al., 2020, Erdem, Zalaoglu, Ulgen, Turgay, and Yildirim, 2021). In 
this context, superconducting materials are basically divided in two basic parts, 
known as type-I known and type-II ceramic (Ginzburg, and Andryushin, 2004; 
Parinov, 2007; Yıldırım, 2013). Of the materials, especially the type-II materials 
possess rather smaller energy consumption, larger current and magnetic field car-
rying ability, and extremely higher operating temperature and pinning ability/ca-
pacity. Thus, the researchers have preferred the use of type-II superconducting 
materials in the innovative energy infrastructure, power transmission, refrigera-
tion systems, sensitive process control, generators, future hydrogen society, 
spintronics, metallurgical, material science, medicine, motors, engineering, par-
ticle accelerators, levitated trains, industrial energy-related sectors, heavy-indus-
trial technology, transformers, network, electro-optic, and large-scale application 
fields (Runde, 1995; Batlogg, 1998; Kuczkowski and Kusz, 1998; Buckel, 2004; 
Xu, et al., 2009; Coombs, 2011; Nagaya, Hirano, Naruse, Watanabe, and Tamada, 
2013; Xu, et al., 2012). In this work, the variation of the basic crystallinity quality, 
phase analyses, average grain sizes, volume fractions, lattice cell parameters for 
the tetragonal crystal symmetry, grain boundary couplings, weak-interaction 
problems between the superconducting grains, grain alignment distributions and 
(mis)orientations, strength quality of connection between the grains, and crystal 
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structure problems of Bi2.1Sr2.0Ca1.1Cu2.0Oy superconductors with the different 
aluminum impurity addition amount have been determined by use of the X-ray 
diffraction analyses. The experimental results have shown that the aluminum ox-
ide impurity addition has been not good for fundamental crystal structure quanti-
ties.   

 
2. EXPERIMENTAL PROCEDURES FOR BI2.1SR2.0CA1.1CU2.0OY 

SUPERCONDUCTOR  
In the present work, the effect of aluminum oxide impurity additions on the 

basic crystallinity quality, phase analyses, average grain sizes, volume fractions, 
lattice cell parameters for the tetragonal crystal symmetry, grain boundary cou-
plings, weak-interaction problems between the superconducting grains, grain 
alignment distributions and (mis)orientations, strength quality of connection be-
tween the grains, and crystal structure problems of bulk Bi2.1Sr2.0Ca1.1Cu2.0OyAlx 
superconductors has experimentally been studied by standard XRD measure-
ments performed at 2θ angles intervals 3°-60° in the atmospheric air conditions. 
The aluminum oxide addition levels have been determined as 0.00 ≤x≤0.10. Pre-
viously, on our studies published in “International Conference on Engineering 
Technologies” we inspected the influence of aluminum oxide impurity addition 
on some fundamental characteristics’ properties including dc electrical resistivi-
ties (residual resistivity, conductivity property, residual resistivity ratios, resistiv-
ity at 90 K temperature, hole carrier concentrations per Cu ions in the Cu-O2 layer 
x2 − y2 bands, resistivity at the room temperature state of 300 K, ρnorm, ρ, offset 
and offset critical transition temperatures and degree of broadening parameters in 
the international scientific conference papers. At the same time, in the other pa-
pers, we have discussed the differentiation of formation of super-electrons, am-
plitude of pair wave function, homogeneities in the oxidation states, cooper-pair 
coupling probabilities in the strongly covalently bonded Cu-O2 layers, hole trap 
energy values in the superconducting paths, metallic connections, overlapping of 
Cu-3d and O-2p wave functions, and crystallinity problems (related to the weak-
interaction problems between the superconducting grains, stress raisers, micro-
scopic structural faults, grain misorientations, , internal omnipresent flaws/de-
fects/distortions/porosity, crystallinity quality problems, and grain boundary cou-
pling problems). Also, in another paper we have tried to define a relation between 
the basic electrical resistivity measurements and structural flaws/defects/distor-
tions to find the most ideal crystallinity quality of bulk Bi2.1Sr2.0Ca1.1Cu2.0OyAlx 
superconductors with the maximum critical transition temperatures. Furthermore, 
one can encounter chemicals purities, ambient conditions, heat-treatment meth-
ods, experimental test tools, milling process, heating/cooling rates, 
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characterization instruments, production procedure, standard solid-state reaction 
route, composition contents, stochiometric ratios, and related experimental details 
as well as experimental test apparatus, Al molar ratios, milling process, and char-
acterization instruments. In the present study, we have indexed the diffraction 
peaks observing at the XRD diffractograms with the aid of Miller indices. The 
Al-added samples (Bi-2212) have been prepared within the molar weights con-
taining the ratios of 0.00, 0.01, 0.03, 0.05, 0.07 and 0.1, and they are abbreviated 
to be un-added, Bi/Al-1, Bi/Al-2, Bi/Al-3, Bi/Al-4, and Bi/Al-5, respectively. 

 
3. RESULTS AND DISCUSSION 
This study includes the scientific information based on the variation of the 

basic crystallinity quality, phase analyses, average grain sizes, volume fractions, 
lattice cell parameters for the tetragonal crystal symmetry, grain boundary cou-
plings, weak-interaction problems between the superconducting grains, grain 
alignment distributions and (mis)orientations, strength quality of connection be-
tween the grains, and crystal structure problems inferred from the X-ray diffrac-
tion analyses taken from 2θ angles changing between of 3°-60° of solid 
Bi2.1Sr2.0Ca1.1Cu2.0Oy superconductors with the different aluminum oxide (Al2O3) 
impurity amount (0.0 ≤x≤ 0.10). The XRD diffraction peaks belonging to the pure 
and various Al-added Bi-2212 superconductors have been depicted in Fig. 1a-c. 
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Fig. 1 Related XRD diffractograms for a-) pure and Bi/Al-1 superconductors; 
b-) Bi/Al-2 and Bi/Al-3 superconductors; and c-) Bi/Al-4 and Bi/Al-5 supercon-
ductors. 



421

 

 

 

Fig. 1 Related XRD diffractograms for a-) pure and Bi/Al-1 superconductors; 
b-) Bi/Al-2 and Bi/Al-3 superconductors; and c-) Bi/Al-4 and Bi/Al-5 supercon-
ductors. 

 

 

The XRD curves of Fig. 1a have displayed the bulk un-added and Bi/Al-1 
superconductor when the part b of Fig. 1 has graphically indicated the XRD dif-
fractograms for the Bi/Al-2 and Bi/Al-3 superconductors. Similarly, the part c in 
Fig. 1 have indicated the XRD diffraction curves for the Bi/Al-4 and Bi/Al-5 su-
perconductors. It has been shown from the figures that the aluminum impurity 
addition amount has affected seriously the basic crystallinity quality, phase anal-
yses, average grain sizes, volume fractions, lattice cell parameters for the tetrag-
onal crystal symmetry, grain boundary couplings, weak-interaction problems be-
tween the superconducting grains, grain alignment distributions and (mis)orien-
tations, strength quality of connection between the grains, and crystal structure 
problems. In fact, the increase in the Al2O3 impurity addition level has noted to 
damage considerably the fundamental crystallinity parameters mentioned above. 
Correspondingly, the un-added Bi-2212 superconductor has revealed the best 
fundamental crystallinity parameters whereas the bulk Bi/Al-5 superconductor 
has exhibited the worst fundamental crystallinity qualities.  

 
3.1. Differentiations of basic crystallinity parameters of bulk 

Bi2.1Sr2.0Ca1.1Cu2.0Oy superconductor with Al2O3 impurity addition level 
In this part of paper, we have totally focused on the changes in the basic crys-

tallinity parameters of bulk Bi2.1Sr2.0Ca1.1Cu2.0Oy superconductors with the differ-
ent Al2O3 impurity addition level (0.0 ≤x≤ 0.10) to determine the main role of 
Al2O3 material on the crystal structure. Even, it has been noted that the conditions 
for the preparation procedure conditions or additions of new atoms in the crystal 
lattice have dramatically changed positively or negatively the basic crystallinity 
parameters of a material. In the current work, the Al2O3 impurity has exhibited 
the negative effects on the crystallinity parameters of Bi-2212 superconductors. 
Figure 1 has shown that the presence of Al2O3 impurity has extensively made the 
characteristic peak reflection intensities in the XRD diffractograms shift harshly 
towards to higher/lower angles. Similarly, the increase in the Al2O3 impurity in 
the crystal lattice of Bi-2212 system has triggered the formation of new impurity 
peaks, disappearances of peaks, and enhancement/degradation in the diffraction 
intensities. These variations related to the diffraction peaks have been explained 
by the changes in the basic crystallinity quality, phase analyses, average grain 
sizes, volume fractions, lattice cell parameters for the tetragonal crystal sym-
metry, grain boundary couplings, weak-interaction problems between the super-
conducting grains, grain alignment distributions and (mis)orientations, strength 
quality of connection between the grains, and crystal structure problems due to 
the introduction of Al2O3 impurity in the Bi-2212 crystal lattice.  
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Furthermore, Fig. 1 has clearly shown that in the crystal structure the un-added 
superconductor (given as black dashes in Fig. 1a) has obtained both low and high 
superconducting phases together at various 2θ angles. Likewise, the other bulk 
Bi/Al-1, Bi/Al-2, Bi/Al-3, Bi/Al-4, and Bi/Al-5 superconductors have exhibited 
the similar characteristic diffraction peaks (but at different 2θ angles and various 
diffraction peak intensities) in their XRD diffractograms. In more detail, the fig-
ure has shown that the characteristic peak intensities coincided with both the low 
and high phases have been observed to decrease monotonously depending on the 
increment in the Al2O3 impurity addition amount. In fact, some characteristic dif-
fraction peaks have been noticed to wholly vanish with the increase in the Al2O3 
impurity addition amount. This is because the Al2O3 impurity has led to the in-
crease in the crystal structure problems (stress raisers, microscopic structural 
faults, weak-interaction problems between the superconducting grains, grain mis-
orientations, internal omnipresent flaws/defects/distortions/porosity, partial melt-
ing, crystallinity quality problems, and grain boundary coupling problems) in the 
Bi-2212 crystal system, having already been discussed in previous papers. 

 
3.2. Variation of low and high phase fractions of Bi2.1Sr2.0Ca1.1Cu2.0Oy su-

perconductors with Al2O3 impurity addition 
We have also determined the effect of different Al2O3 impurity addition 

amount (0.0 ≤x≤ 0.10) on the variation of low and high phase fractions of 
Bi2.1Sr2.0Ca1.1Cu2.0Oy superconductors utilizing from the characteristic XRD dif-
fraction peaks. According to the experimental findings based on Fig. 1, it has 
been obvious that the enhancement of Al2O3 impurity addition amount has 
brought about the dramatic degradation of the peak reflection intensities related 
to the characteristic low and high superconducting phases. We have computed 
phase fraction values for the characteristic low and high superconducting phases 
and have numerically provided in Table 1. Numerical values have warned us that 
the characteristic high superconducting phases have been much more negatively 
affected rather than low ones. However, it can be said that both the characteristic 
low and especially high superconducting phases have been noted to decrease con-
stantly depending on the Al2O3 impurity addition amount. This is exactly why the 
characteristic low superconducting phase seems to have increased relatively. As 
for the numerical values, the un-added Bi-2212 superconductor have had the 
characteristic low superconducting phase value of 76.6% and characteristic high 
superconducting phase value of 23.4%. With the increase in the Al2O3 impurity 
addition amount, the phase volume fraction value for the characteristic high su-
perconducting phase has been noted to degrade systematically, and in fact for the 
maximum addition level the minimum characteristic high superconducting phase 
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has been observed. On this basis, the solid Bi/Al-1 superconductor has possessed 
the characteristic high superconducting phase value of 21.3%. The other materi-
als have obtained the relative lower high superconducting phase volume fraction 
values. The smallest value of 14.2% has been observed for the solid Bi/Al-5 su-
perconductor. On the other hand, the characteristic low superconducting phase 
values have been found to be in a range of 76.6%-85.8%. In this context, the 
maximum characteristic low superconducting phase value of 85.8% has been 
found to belong to the Bi/Al-5 superconductor. Shortly, it has been found that the 
un-added bulk Bi-2212 superconductor has presented the highest superconduct-
ing parameters while the maximum aluminum oxide impurity added Bi-2212 su-
perconductor has exhibited the lowest superconducting features. These facts have 
already been verified by Ref. (Öz, Yıldırım, and Terzioğlu, 2022a; Öz, Yıldırım, 
and Terzioğlu, 2022b). We have also tried to bring out the role of aluminum oxide 
impurity addition amount on the low and high superconducting phase fractions 
with the use of Fig. 2. It has been clear that the increase in the aluminum oxide 
impurity addition amount has remarkably damaged the characteristic high super-
conducting phase values. 

 
Table 1. Effect of different Al2O3 impurity addition amounts on low and high 

characteristic superconducting phase fractions of Bi-2212 superconductors. 
Ceramics Phase volume fraction ( ≈%) 

                       2212    -     2223       

Un-added 76.6            23.4           
Bi/Al-1 78.7            21.3           
Bi/Al-2 81.9            18.1             
Bi/Al-3       82.8            17.2            
Bi/Al-4 84.0             16.0            

Bi/Al-5       85.8             14.2            
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Fig. 2 Change in phase characteristic low and high superconducting phases 

with different Al2O3 impurity addition amounts for Bi2.1Sr2.0Ca1.1Cu2.0Oy super-
conductors 

 
3.3. Role of different Al2O3 impurity addition amounts on lattice cell pa-

rameters of Bi2.1Sr2.0Ca1.1Cu2.0Oy superconductors 
In this part of book chapter, we have thoroughly focused on the variation of 

the lattice cell constant parameters (a and c) for tetragonal crystal symmetry of 
Bi2.1Sr2.0Ca1.1Cu2.0Oy superconductors by using the standard computation formu-
las provided in Ref. (Ulgen, Turgay, Terzioglu,  Yildirim, and  Oz, 2018). All the 
a and c lattice cell constant parameters calculated have been depicted in Table 2. 
One can see from the table that there has appeared reverse proportion between 
the a and c lattice cell constants parameters depending on the aluminum impurity 
addition amount. In more detail, the increase in the Al2O3 impurity addition level 
in the Bi-2212 crystal lattice has triggered the enhancement in the a-axis length 
from 5.40 Å (for the un-added Bi-2212 superconductor) to the value of 5.47 Å 
(for the Bi/Al-5 superconductor). On the other hand, the increase in the bulk 
Al2O3 impurity addition amount has led to the decrease in the c lattice cell con-
stant parameters from 32.25 Å (for the un-added Bi-2212 superconductor) to 
30.63 Å (for the Bi/Al-5 superconductor). 
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Table 2. Effect of different Al2O3 impurity addition levels on a and c lattice 
cell parameters and average grain size values of Bi-2212 superconductors.  

Materials a (Å) c (Å) Average grain 
size (nm) 

Pure 5.40 32.25 49.53 
Eu-1 5.41 32.02 47.41 
Eu-2 5.43 31.66 44.22 
Eu-3 5.44 31.20 42.16 
Eu-4 5.45 30.96 40.85 
Eu-5 5.47 30.63 38.68 

 
3.4. Influence of various aluminum impurity addition amounts on aver-

age grain size value of Bi2.1Sr2.0Ca1.1Cu2.0Oy superconductors 
In the last part of chapter, we have been interested in the variation of average 

grain size parameters (deduced from the characteristic XRD diffraction peaks) of 
Bi2.1Sr2.0Ca1.1Cu2.0Oy superconductors with the aluminum impurity addition level 
by using the Scherrer–Warren approach (Cullity and Stock, 2014; Ulgen, Ter-
zioglu, and Yildirim 2022). The average grain size parameters calculated for the 
pure and aluminum oxide added Bi-2212 superconductors have been embedded 
in Table 2. According to the table, the average grain size values have been found 
to decrease systematically as the Al2O3 impurity addition level has increased in 
the Bi-2212 superconductors. Accordingly, the un-added has had the average 
grain size value of 49.53 nm that has been the maximum value. Conversely, the 
minimum average grain size value of 38.68 nm has been observed for the bulk 
Bi/Al-5 superconductor. The experimental findings have shown that the presence 
of aluminum oxide impurity in the Bi-2212 crystal structure has damaged seri-
ously the basic crystallinity quality, phase analyses, average grain sizes, volume 
fractions, lattice cell parameters for the tetragonal crystal symmetry, grain bound-
ary couplings, weak-interaction problems between the superconducting grains, 
grain alignment distributions and (mis)orientations, strength quality of connec-
tion between the grains, and crystal structure problems. 

 
4. CONCLUSION 
This study has studied on the variation of basic crystallinity quality, phase 

analyses, average grain sizes, volume fractions, lattice cell parameters for the te-
tragonal crystal symmetry, grain boundary couplings, weak-interaction problems 
between the superconducting grains, grain alignment distributions and (mis)ori-
entations, strength quality of connection between the grains, and crystal structure 
problems of Bi2.1Sr2.0Ca1.1Cu2.0Oy superconductors with the aluminum oxide 
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impurity addition level by using the XRD measurements conducted at 2θ angles 
between 4°-60° in the atmospheric air conditions. The experimental and theoret-
ical computations have shown that the increase in the Al2O3 impurity addition 
level has resulted in the remarkable degradation in the basic crystal structures of 
Bi-2212 superconductors up to the highest addition level of x=0.10 as a result of 
the increase of the non-recoverable structural problems, intra/inter-grain bound-
ary couplings, microvoids, strains, and impurity scatterings in the crystal system. 
Moreover, it has been noted that the increase in the aluminum oxide addition level 
has seriously suppressed the general superconducting parameters including the 
formation of cooper-pair probabilities, charge carrier concentrations, and super-
electrons.  
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1- Introduction 
Cranioplasty is the process of replacing the missing piece of bone in the skull 

for some reason or surgically placing another suitable material there. The history 
of cranioplasty applications dates back to very old years [1]. The ideal 
cranioplasty material should be non-heat-resistant, resistant to biomechanical 
processes, easy to use, compatible with tissues, not causing complications, and 
easily sterilizable [1]. There may be different events that can lead to the formation 
of bone defects in the skull. One of these is the removal of tumor tissue and skull 
bone together, followed by therapy during the surgery of a brain tumor that also 
covers the skull bone [2-3]. 

The rationale for the clinical use of proton therapy is that higher doses can be 
given to the tumor and better preservation of healthy tissue compared to photon-
utilizing radiotherapy. The doses given in Radiotherapy using Photons are usually 
at limited energies to prevent harmful effects on healthy tissue. However, higher 
doses provide higher tumor control [5]. The transfer of a large part of the dose to 
the tumor is greater for protons and heavy ions than for photons. Because of the 
high compatibility and calibration achievable with proton therapy, treating 
tumors very close to critical tissues has resulted in better results [6]. Unlike other 
heavily charged particles, protons create less nuclear fission reactions in the 
environment they interact with, so less secondary particles emerge. The 
secondary particles formed vary according to the mass and charge of the 
incoming bullet particle. Due to the long range of these secondary particles, a 
small increase in dose may occur and cause a change in the radiation field. These 
events form a tail behind the Bragg peak. This tail is undesirable as it irradiates 
healthy surrounding tissues [7,8]. Although the contribution of protons to produce 
neutrons as secondary particles is as low as 1%, C, O etc. This contribution is 
higher for heavily charged particles [9]. The dose given to healthy tissues at risk 
close to the tumor is low in protontherapy. The use of protons in head and nervous 
system tumors has the potential to reduce the likelihood of spinal cord toxicity 
[10]. 

Monte Carlo-based Geant4 is a completely new simulation program [11, 12]. 
Geant4 is software that can simulate particles passing through and interacting 
with matter. Geant4; The project, which started as GEneration ANd Tracking in 
the 1970s, evolved into GEometry ANd Tracking in the 2000s [11, 12]. In the 
developing process, Geant3 was developed at CERN between 1982-1994, and 
later written in Fortran code, Geant3 reached its current version as Geant4 with 
updates [11]. It is a program that simulates physical events that occur when 
elementary particles pass through different geometric targets with a wide energy 
range [11, 12]. It was originally designed for high energy physics experiments. 
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Geant4 is a very difficult and complex system both in installation and software 
phase [12]. First, a detector must be constructed from materials and geometric 
shapes with the detector definition and response part defined [11, 12]. This placed 
detector is exposed to the electromagnetic field, at the same time it is necessary 
to identify the particles passing through the detector for the detector [11, 12]. In 
this sense, the Geant4 simulation program has a large library containing a large 
number of particles and their properties [11, 12]. 

 
2- Material and Method 
In this study, Bragg curves in various energy ranges were calculated for the 

implanted (Titanium (Ti) and Platinum (Pt)) head and water phantom with the 
help of the Geant4 computer-based simulation program for Proton Therapy. By 
comparing the Bragg curves found, it was determined which energy range should 
be preferred at different depths. The same procedures were repeated for the most 
preferred Ti and Pt implants with a thickness of 1 and 1.5 cm in front of the brain 
and water. The phantom used in this study is presented in Figure 1. Ti and Pt 
biomaterials are given as adherents of the phantom. Thus, their use as a 
replacement for cortical bone was investigated. 

 

 
Figure 1. The phantom geometry of the cross-section is constructed. The 

biomaterials were placed at the contact point of the proton beam to the phantom. 
 
Calculations with Geant4 were simulated using water for proton therapy and 

a wide energy range for implants of different thicknesses (Ti and Pt) for brain 
simulation from the Geant4 library. In the simulation, the water phantom and the 
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Figure 1. The phantom geometry of the cross-section is constructed. The 

biomaterials were placed at the contact point of the proton beam to the phantom. 
 
Calculations with Geant4 were simulated using water for proton therapy and 

a wide energy range for implants of different thicknesses (Ti and Pt) for brain 
simulation from the Geant4 library. In the simulation, the water phantom and the 

brain tissue phantom are simulated as a sphere with a radius of 15 cm. The 
detector is simulated as an ion chamber with a cube-shaped extinguishing gas Ar 
with a side length of 1 cm. A proton beam with 105 particles was used in the 
calculations. As the number of particles increases, the optimum particle number 
is chosen because the computation time increases. The gap cut or step size (range 
cut) is calculated for 0.01 cm (0.1 mm). Because, as the step size gets shorter, the 
calculations increase in 10 times, taking into account the time situation, the 
optimum step size is determined and calculations are made. 

 
3- Results 
In the phantom formed from water and brain tissue, 1 and 1.5 cm thick Pt 

(G4_Pt) biomaterial with atomic radius 1.83 Å, atomic volume 9.1 cm3/mol 
density 21.45 g/cm3 and ionization energy (I) 790 eV were used instead of cortical 
bone. Compared to the Bragg peak of the proton beam passing through a target 
with a greater density than water and brain tissue, the input dose was significantly 
increased. This reduced the range of the Bragg peak. Since the energy required to 
ionize Pt is 9 eV for the first, 18 eV for the second, its ionizing property is more. 
The proton beam formed close dose/range values in water and brain tissue as seen 
in Figure 2-3 and Table 1-2. The effect of Pt thickness on the Bragg peak was 
compared. 

 

 
Figure 2. Comparison of the use of 1 cm thick Pt biomaterial instead of 

cortical bone in phantoms composed of water and brain tissue. 
 
Table 1.  Comparison of Bragg peaks for water and brain phantoms with Pt 

implants 1 cm thick with Geant4 
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Energy 
(MeV) 

aWater 
Phantom (cm) 

bBrain tissue 
Phantom (cm) 

% Fark (│a-
b│×100/a) 

180 1.68 1.70 1.19 

190 2.31 2.31 0 

200 4.25 4.25 0 

210 6.50 6.62 1.23 

220 8.79 8.87 1.36 

230 11.14 10.83 2.78 

240 13.38 13.12 1.94 

250 15.94 15.86 0.5 

260 18.70 18.16 2.88 

 

 
Figure 3. Comparison of the use of 1.5 cm thick Pt biomaterial instead of 

cortical bone in phantoms composed of water and brain tissue 
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Table 2. Comparison of Bragg peaks for water and brain phantoms with Pt 
implants 1.5 cm thick with Geant4 

Energy 
(MeV) 

aWater 
Phantom (cm) 

bBrain tissue 
Phantom (cm) 

% Fark (│a-
b│×100/a) 

240 2.80 2.70 3.57 

250 5.32 5.32 0 

260 7.71 7.66 0.51 

270 10.93 10.38 5.03 

280 13.05 13.05 0 

290 15.71 15.70 0.06 

300 18.80 18.70 0.53 

310 21.23 20.97 1.22 

In the phantom created from water and brain tissue, it was simulated that there 
is a 1 and 1.5 cm thick Ti (G4_Ti) implant with an atomic radius of 2 Å, an 
Atomic Volume of 10.64 cm3/mol, a density of 4.54 g/cm3, and an I of 233 eV. 
A significant increase in the input dose was observed compared to the Bragg peak 
of the proton beam passing through a target with a high density compared to 
water. The dose/range and bragg peak range comparisons of Ti biomaterials are 
given in Figure 4-5 and Table 3-4. Since the energy required to ionize Ti is 6.82 
for the first, 13.58 for the second and 27.49 eV for the third, it needs more 
energetic proton beams to ionize than water. However, Bragg peaks are not low 
despite the input dose like platinum, as it needs lower energy than Pl. Because 
the density of Pt is about 4.6 times that of Ti and its ionization potential is 34 
times. 
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Figure 4. Comparison of the use of 1 cm thick Ti biomaterial instead of 

cortical bone in phantoms composed of water and brain tissue 
 
Table 3. Comparison of Bragg peaks for water and brain phantoms with 1 cm 

thick Ti implants with Geant4 
Energy 

(MeV) 
aWater 

Phantom (cm) 
bBrain tissue 

Phantom (cm) 
% Fark (│a-

b│×100/a) 

140 7.73 7.76 0.38 

150 9.60 9.62 0.20 

160 11.43 11.45 0.17 

170 13.46 13.41 0.37 

180 15.46 15.43 0.19 

190 17.58 17.58 0 

200 19.81 19.86 0.25 

210 22.00 22.00 0 

220 24.42 24.44 0.081 
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220 24.42 24.44 0.081 

 
 

 
Figure 5. Comparison of the use of 1.5 cm thick Ti biomaterial instead of 

cortical bone in phantoms composed of water and brain tissue 
 
Table 4. Comparison of Geant4 and Bragg peaks for water and brain 

phantoms with 1.5 cm thick Ti implants 
Energy 

(MeV) 
aWater 

Phantom (cm) 
bBrain tissue 

Phantom (cm) 
% Fark (│a-

b│×100/a) 

140 4.61 4.61 0 

150 6.38 6.38 0 

160 8.27 8.28 0.12 

170 10.22 10.19 0.29 

180 12.23 12.28 0.40 

190 14.40 14.35 0.34 

200 16.55 16.58 0.18 

210 18.93 19.16 1.21 

220 21.23 21.10 0.61 

 
Examining the graphs obtained with the Geant4, it appeared that there was an 

average of 3.16% difference in water and brain results without implants, with a 
difference of about 0.44 cm at 130 MeV energy for the Bragg peak. In the results 
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of implanted water and brain; For Pt 1.5 cm, 0.61 cm difference at 230 MeV 
energy average 3.8%, for Pt 1 cm 0.54 cm difference and average 2.5%, for Ti 
1.5 cm 0.23 cm difference at 210 MeV energy and average 0.36% and for Ti 1 
cm at 200 MeV energy 0.05 cm difference and mean deviation of 0.18% were 
observed. It can be said more clearly that the biggest reason for the difference and 
mean deviations for the implanted and implanted water phantom and brain is the 
effects of inhomogeneity. Water phantoms (1 g/cm3) have homogeneous 
structures. However, not all parts of the human brain have the same density and 
thickness. It consists of structures such as sinus cavities (air spaces), skull bones 
(1.85 g/cm3), hard connective tissues such as dura mater, brain parenchyma, 
vascular structures, adipose tissue (0.92 g/cm3) and cerebral fluid (1.007 g/cm3) 
in the brain. So it is not homogeneous. For this purpose, comparisons were made 
with the spherical G4_WATER (1 g/cm3 and 75 eV) water phantom and 
G4_BRAIN_ICRP (1.03 g/cm3 and 73.3 eV) human brain phantom. The reason 
for using human tissue equivalent brain phantoms or water phantoms is because 
the real human brain cannot be used to study Bragg curves. 

In the calculations using biomaterials (Pt and Ti), it was seen that the higher 
input dose compared to the simulations without implants was due to the higher 
density (Pt= 21 g/cm3 and Ti= 4.5 g/cm3). For this, Ti biomaterial with low 
density and high radiation permeability and Pt biomaterial with high density and 
low radiation permeability were chosen. It can be preferred as a suitable metal in 
cranioplasty applications compared to Pt biomaterial, as it is lighter due to the 
density of Ti metal and better transmits radiation. As can be seen from the 
implanted graphs, the Bragg curves of the Ti implant were more smooth and 
expected than the Pt. It is understood that it is a more cost-effective implant 
because it requires less energy proton beam for Ti in the treatment of brain tumors 
of equal depth. The good radiation permeability of the Ti biomaterial has resulted 
in less proton beam energy used. Considering its chemical properties, 
biocompatibility and radiation properties, it is understood that it is preferred as 
an implant material in cranioplasty applications. The results obtained with the 
Geant4 simulation program show that the differences between water and brain 
tissue phantoms are not significant and are within the acceptable limits (<5%) in 
the medical field. Considering small differences as the effects of inhomogeneity, 
considering these differences means an increase in the quality of patient 
treatment. 

 
4- Discussion 
In this study, Bragg curves obtained using the human brain and spherical water 

phantom for the Proton Therapy device in the Geant4 (10.2) computer code were 
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of equal depth. The good radiation permeability of the Ti biomaterial has resulted 
in less proton beam energy used. Considering its chemical properties, 
biocompatibility and radiation properties, it is understood that it is preferred as 
an implant material in cranioplasty applications. The results obtained with the 
Geant4 simulation program show that the differences between water and brain 
tissue phantoms are not significant and are within the acceptable limits (<5%) in 
the medical field. Considering small differences as the effects of inhomogeneity, 
considering these differences means an increase in the quality of patient 
treatment. 

 
4- Discussion 
In this study, Bragg curves obtained using the human brain and spherical water 

phantom for the Proton Therapy device in the Geant4 (10.2) computer code were 

compared with each other. A proton therapy device was designed in the study 
with the Geant4 simulation program. Simulations are not guaranteed to produce 
an optimum solution. Since it is a trial and error method, different variations 
should be tried. Each simulation model is unique. There are practical 
conveniences that ignore analytical solutions. Errors in both modeling and 
analysis of the findings may lead to incorrect results [13, 14]. For this reason, 
proton beams with different particle numbers in different energy ranges were 
used. The proton beam was sent to the target using the Pencil Beam Scanning 
method. Thus, scattering was prevented. The bundle thickness was determined as 
1 cm. Modeling in our program was done by considering both the spherical water 
phantom and the human brain. When a charged particle enters the medium, it 
transfers its energy to the medium, approximately inversely proportional to the 
square of its velocity [15]. For this reason, as the particle slows down, the 
probability of ionization of the atoms in the environment increases and the 
maximum dose is transferred to the depth where the ionization events are 
maximum [16]. It was seen from the graphs that this was the reason why the input 
dose was lower than the Bragg peak and the input dose was higher as the energy 
decreased. The decrease in the energy of the particle as it travels through the 
medium can change the range, position, size, and shape of the Bragg peak. These 
effects can deflect the accuracy of the Bragg peak range by 1%. It is necessary to 
calculate this effect, since the density of the medium will change the stopping 
power of each particle [15]. Considering similar studies, different biomaterials as 
well as Ti-doped (NiTi and Ti6Al4V) biomaterials were used instead of cortical 
bone [17]. Results close to this study were found. Studies have shown that the 
importance of biomaterials has increased recently [17-19]. In particular, heavy 
ion treatment [20-22] on different phantoms using biomaterials is important for 
the discovery of new biomaterials [17, 19].  
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Introduction

There are several approaches to generalize groups to higher dimensions. Crossed
modules and 1-cat-groups are the same as 2-group formulations, namely a two-
dimensional generalisation of the concept of group.

Crossed modules take place initially Whitehead’s work (Whitehead,1949) as
a model for 2-types. There he investigated the algebraic structure of relative ho-
motopy groups. Since then, they have appeared in several mathematical contexts,
including the theory of group presentations, algebraic K-theory, homological alge-
bra, and also group representation. It is well known that categorical equivalences
are important in terms of facilitating the solution of problems in different fields.
Equivalent categories can be seen as various viewpoints on the same issue. One
of the many categories equivalent to the category of crossed modules, perhaps the
most useful is the category of 1-cat-group. The ability to flexibly transition between
crossed modules and cat groups allows that representation theory for 2-groups may
be described in crossed module language, (Barker, 2003).

There are also many different algebraic models, known as the 3-types in higher
dimensions groups. Some of them are crossed squares of groups, 2-cat-groups,
2-crossed modules (Conduché, 1984), braided, regular crossed modules and (2-
truncated) simplicial groups (Brown and Gilbert, 1989), quadratic modules (Baues,
1991). But we will only deal with crossed squares of groups and 2-cat-groups of
these. Although the concept of crossed squares of groups was not connected to
that of 2-cat-groups when it was initially given by Loday and Walery (Loday and
Walery,1981), Loday mentioned that there is an equivalence of categories between
the category of 2-cat-groups and that of crossed squares (Loday,1982).

In this work, we will explain this equivalence in detail. We will recall the defi-
nitions we will need in this study.

2-Dimensional Groups: Crossed Modules and 1-cat-groups

Definition 1 A crossed module denoted by (G,N,∂ ) is a group morphism ∂ : G→N
with an action of N on G satisfying

∂ (n ·g) = n∂ (g)n−1 and ∂ (g) ·g′ = gg′g−1

for all g,g′ ∈G,n∈N. A morphism of crossed modules from (G,N,∂ ) to (G′,N′,∂ ′)
is a pair of group morphisms, φ : G→G,ψ : N →N′ such that φ(n ·g)=ψ(n) ·φ(g).
We thus get a category XMod of crossed modules.

Definition 2 A 1-cat-group is a group G together with a subgroup N and two en-
domorphisms s,b : G → N satisfying the following conditions:

(i) s |N= b |N= idN
(ii) [Kers,Kerb] = 1
This 1-cat-group is denoted by (G;N).

2
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2

Proposition 3 For any 1-cat-group (G;N) :
i) st = t, ts = s
ii) t2 = t,s2 = s.

Proof. i) For g ∈ N, we have s(t (g)) = s(g) = t (g) , for g ∈ G\N, we get t (g) ∈ N
and s(t (g)) = t (g) . Similarly ts = s.

ii) As st = t and ts = s, we have t2 = t (st) = (ts) t = st = t.

Proposition 4 There is an equivalence of categories between the category of 1-cat-
groups and that of crossed modules.

Proof. See (Porter, 2011 and Brown etc. 2011).

3-Dimensional Groups: Crossed Squares and 2-Cat-Groups

Definition 5 A 2-cat-group is a group that has two independent 1-cat-group struc-
tures on it. More explicitly, we can give the following definition.

A 2-cat-group is a group G together with two subgroups N1,N2 such that (G;N1)
and (G;N2) are 1-cat-groups and following equations are valid:

sis j = s jsi, tit j = t jti,sit j = t jsi

i, j = 1,2, i �= j.

Definition 6 A crossed square as defined in [10] (see also [23]) is a commutative
diagram of groups

P

λ ′

��

λ �� Q
µ
��

R
µ ′

�� S

together with actions of S on P,Q and R. There are thus associative actions of R on
P and Q, via µ ′, and of Q on P and R via µ and a function h : Q×R −→ P, such
that the following axioms are satisfied:

i) The maps λ ,λ
′
,µ,µ ′ and µ ′λ

′
= µλ are crossed modules,

ii) The maps λ ,λ
′
are S-equivariant,

iii) q · (q′ · p)h(q,r) = h(q,r)(q′ · (q · p)) ,
iv) h(qq

′
,r) = (q ·h(q′,r))h(q,r),

v) h(q,rr
′
) = h(q,r)

(
r ·h(q,r′)

)
,

vi) s ·h(q,r) = h(s ·q,s · r),
vii) λ

′
h(q,r) = (q · r)r−1,

viii) λh(q,r) = q
(
r ·q−1) ,

ix) h(q,λ
′
p) = (q · p) p−1,

x) h(λ p,r) = p
(
r · p−1) ,

for all r,r
′ ∈ R, q,q

′ ∈ Q,s ∈ S, p ∈ P where q · p,q · r, r · q−1,r · p−1 denote µ (q) ·
p,µ (q) · r,µ ′ (r) ·q−1,µ ′ (r) · p−1,respectively.

3
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One can easily get the category of crossed squares of groups and it is denoted
by Crs2.

Proposition 7 There is an equivalence of categories between the category of 2-cat-
groups and that of crossed squares.

Proof. We will give the construction of a 2-cat-group from a crossed square in
detail. Since λ ′ and µ are crossed module there are semi-direct products P�R and
Q�S. It is defined an group action of Q�S on P�R by

�: (Q�S)× (P�M′) −→ P�R
((q,s),(p,r)) �−→ (q · (s · p)h(q,s · r),s · r)

G = (P�R)� (Q�S) is a group with following operation

(p1,r1,q1,s1)� (p2,r2,q2,s2) = ((p1,r1)∗ [(q1,s1)� (p2,r2)] ,(q1,s1)∗ (q2,s2)) .

The inverse of the element (p,r,q,s) in G is
((

s−1 ·q−1) · (s−1 ·
(
r−1 · p−1)h

(
s−1 ·q−1,s−1 · r−1) ,s−1 · r−1,s−1 ·q−1,s−1) .

Really, if (p,r,q, p)� (x,y,z, t) = (1,1,1,1) then

(p,r)∗ [(q, p)� (x,y)] = (1,1) and (q, p)∗ (z, t) = (1,1) .

Thus we get

(x,y) = (q, p)−1 � (p,r)−1 =
((

p−1 ·q−1) , p−1)� ((
r−1 · l−1) ,r−1)

=
((

p−1 ·q−1) · (p−1 ·
(
r−1 · l−1))h

(
p−1 ·q−1, p−1 · r−1) , p−1 · r−1)

and
(z, t) = (q, p)−1 =

(
p−1 ·q, p−1) .

Also, it is satisfied that

(x,y,z, t)� (p,r,q, p) = (1,1,1,1)

by the conditions of crossed square.
It is well-known that N1 = Q� S is a semi-direct group. b1 and s1 defined as

follows:
b1 : G −→ N1

(p,r,q,s) �−→ (λ (p)(µ ′ (r) ·q) ,µ ′ (r)s)

s1 : G −→ N1
(p,r,q,s) �−→ (q,s)

We will show that b1 and s1 are group homomorphisms.
We have the below equations:

4
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s−1 ·q−1) · (s−1 ·
(
r−1 · p−1)h

(
s−1 ·q−1,s−1 · r−1) ,s−1 · r−1,s−1 ·q−1,s−1) .

Really, if (p,r,q, p)� (x,y,z, t) = (1,1,1,1) then

(p,r)∗ [(q, p)� (x,y)] = (1,1) and (q, p)∗ (z, t) = (1,1) .

Thus we get

(x,y) = (q, p)−1 � (p,r)−1 =
((

p−1 ·q−1) , p−1)� ((
r−1 · l−1) ,r−1)

=
((

p−1 ·q−1) · (p−1 ·
(
r−1 · l−1))h

(
p−1 ·q−1, p−1 · r−1) , p−1 · r−1)

and
(z, t) = (q, p)−1 =

(
p−1 ·q, p−1) .

Also, it is satisfied that

(x,y,z, t)� (p,r,q, p) = (1,1,1,1)

by the conditions of crossed square.
It is well-known that N1 = Q� S is a semi-direct group. b1 and s1 defined as

follows:
b1 : G −→ N1

(p,r,q,s) �−→ (λ (p)(µ ′ (r) ·q) ,µ ′ (r)s)

s1 : G −→ N1
(p,r,q,s) �−→ (q,s)

We will show that b1 and s1 are group homomorphisms.
We have the below equations:

4

b1((p1,r1,q1,s1)� (p2,r2,q2,s2))
= b1 ((p1,r1)∗ [(q1,s1)� (p2,r2)] ,(q1,s1)∗ (q2,s2))
= b1 ((p1,r1)∗ [q1 · (s1 · p2)h(q1,s1 · r2),s1 · r2] ,q1 (s1 ·q2) ,s1s2)
= b1 (p1 (r1 · [q1 · (s1 · p2)h(q1,s1 · r2)]) ,r1 (s1 · r2) ,q1 (s1 ·q2) ,s1s2)
= (λ (p1 (r1 · [q1 · (s1 · p2)h(q1,s1 · r2)]))µ ′ (r1 (s1 · r2)) ·q1 (s1 ·q2) ,
µ ′ (r1 (s1 · r2))s1s2)

So we get
λ (p1 (r1 · [q1 · (s1 · p2)h(q1,s1 · r2)]))µ ′ (r1 (s1 · r2)) ·q1 (s1 ·q2)
= λ (p1)λ (r1 · (q1 · (s1 · p2))))λ (r1 ·h(q1,s1 · r2))µ ′ (r1 (s1 · r2)) · (q1 (s1 ·q2))
= λ (p1)(µ ′ (r1) ·λ (q1 · (s1 · p2))(µ ′ (r1) ·λh(q1, p1 · r2))

µ ′ (r1 (p1 · r2)) · (q1 (p1 ·q2))

= λ (p1)(µ ′ (r1) · (q1λ (s1 · p2)q−1
1 )[µ ′ (r1) ·

(
r1
(
µ ′ (s1 · r2) ·q−1

1
))
)]

µ ′ (r1 (s1 · r2)) ·(q1 (s1 ·q2))

= λ (p1)(µ ′ (r1) ·q1)(µ ′ (r1) ·λ (s1 · p2))
(
µ ′ (r1) ·q−1

1
)
(µ ′ (r1) · r1)[

[µ ′ (r1)µ ′ (s1 · r2)] ·q−1
1
]
(µ ′ (r1 (s1 · r2)) ·q1)µ ′ (r1 (s1 · r2)) · (s1 ·q2)

= λ (p1)(µ ′ (r1) ·q1)(µ ′ (r1) ·λ (s1 · p2))(µ ′ (r1 (s1 · r2))s1) ·q2
= λ (p1)(µ ′ (r1) ·q1)(µ ′ (r1) ·λ (s1 · p2))(µ ′ (r1)µ ′(s1 · r2)s1) ·q2
= λ (p1)(µ ′ (r1) ·q1)(µ ′ (r1) ·λ (s1 · p2))(µ ′ (r1)s1µ ′(r2)s−1

1 s1
)
·q2

and also have
µ ′ (r1 (s1 · r2))s1s2 = µ ′ (r1)µ (s1 · r2)s1s2

= µ ′ (r1)s1µ (r2)s−1
1 s1s2

= µ ′ (r1)s1µ (r2)s2
as the first and second component respectively. On the other hand,
b1((p1,r1,q1,s1))�b1((p2,r2,q2,s2))
= (λ (p1)(µ ′ (r1) ·q1) ,µ ′ (r1)s1)∗ (λ (p2)(µ ′ (r2) ·q2) ,µ ′ (r2)s2)
= (λ (p1)(µ ′ (r1) ·q1)) [µ ′ (r1)s1 · (λ (p2)(µ ′ (r2) ·q2))] ,µ ′ (r1)s1µ ′ (r2)s2)
= (λ (p1)(µ ′ (r1) ·q1)) [µ ′ (r1) · (s1 · (λ (p2)(µ ′ (r2) ·q2)))] ,µ ′ (r1)s1µ ′ (r2)s2)
= (λ (p1)(µ ′ (r1) ·q1)) [µ ′ (r1) · ((λ (s1 · p2)(s1 · (µ ′ (r2) ·q2))))] ,
µ ′ (r1)s1µ ′ (r2)s2)
= (λ (p1)(µ ′ (r1) ·q1)) [µ ′ (r1) · ((λ (s1 · p2)][µ ′ (r1) · (s1 · (µ ′ (r2) ·q2))))] ,
µ ′ (r1)s1µ ′ (r2)s2)
= (λ (p1)(µ ′ (r1) ·q1)) [µ ′ (r1) · ((λ (s1 · p2)][µ ′ (r1) · (s1 · (µ ′ (r2) ·q2))))] ,
µ ′ (r1)s1µ ′ (r2)s2)
= (λ (p1)(µ ′ (r1) ·q1)) [µ ′ (r1) ·λ (s1 · p2)][(µ ′ (r1) p1µ ′ (r2)) ·q2] ,
µ ′ (r1)s1µ ′ (r2)s2).

Thus, we see that b1 is a group homomorphism.
Since

b1((1,1,q, p)) =
(
λ (1)

(
µ ′ (1) ·q

)
,µ ′ (1) p

)
= (q,s) = Id((q,s))

and

s1((1,1,q, p)) = (q,s) = Id((q,s)),

5
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it is verified the first condition of definition of 1-cat-group. By definitions of b1 and
s1, we have

Kerb1 = {(p,r,q,s) ∈ G | b1((p,r,q,s)) = (λ (p)(µ ′ (r) ·q) ,µ ′ (r)s) = (1,1)}
= {(p,r,q,s) ∈ G | s = µ ′ (r−1) ,λ (p) = µ ′ (r) ·q−1}

Kers1 = {(p,r,q,s) ∈ G | s1((p,r,q,s)) = (q,s) = (1,1)}
= {(p,r,1,1) | p ∈ P,r ∈ R}.

If we regard to sets Kerb1 and Kers1, we get

s · r = µ ′ (r−1) · r = r−1rr

and

q = µ ′(r−1) ·λ (p−1) = s ·λ (p−1).

We can see that commutator condition for 1-cat-group is satisfied by following
equations:

(p,r,1,1)� (p,r,q,s) = ((p,r)∗ (1,1)� (p,r) ,(1,1)∗ (q,s))
= ((p,r)∗1 · (1 · p)h(1,1 · r) ,1 · r,1(1 ·q) ,1s)
= ((p,r)∗ (p,r) ,(q,s))
= (p(r · p) ,rr,q,s)

and
(p,r,q,s)� (p,r,1,1) = ((p,r)∗ [(q,s)� (p,r)] ,(q,s)∗ (1,1))

= ((p,r)∗ ((q · (s · p)h(q,s · r) ,s · r) ,q,s)
= p(r · [(q · (s · p)h(q,s · r)] ,r (s · r) ,q,s)
= p(r · (q · (s · p))(r ·h(q,s · r)) ,r (s · r) ,q,s)
(∗∗)
= p

(
r · [(q · (s · p))])p−1 (r · p) ,r

(
r−1rr

)
,q,s

)
.

(∗∗)
r ·h(q,s · r) = µ ′ (r) ·h

(
s ·λ (p−1),s · r′

)
= s−1 ·

(
s ·h

(
λ (p−1),r

))
= h

(
λ (p−1),r

)
= p−1 (r · p)

h(q, p · r) = h
(
q,µ ′ (r−1) · r)= h

(
q,r−1 (rr)

)
= h

(
q,r−1)(r−1 ·h(q,rr)

)
.

Thus
p = pp−1 ppp−1 = p

(
λ (p−1) · p

)
p−1 = p

(
µ
(
λ (p−1)

)
· p
)

p−1

= p(µ (µ ′(r) ·q) · p) p−1

= p
[(

µ ′(r)µ (q)µ ′(r−1)
)
· p
]

p−1

= p
(
µ ′(r) · (µ (q)µ ′(r−1)

)
· p)p−1

= p(µ ′(r) · (q · (p · p))) p−1 = p(r · (q · (s · p))) p−1

for all (p,r,1,1) ∈ Kers1,(p,r,q,s) ∈ Kerb1. So we have the equation

(p,r,1,1)� (p,r,q,s) = (p,r,q,s)� (p,r,1,1) .

Thus (G;N1) is a 1-cat-group.

6
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6

On the other hand, since G = (P�R)� (Q�S) is isomorphic to (P�Q)�
(R�S) , we get a 1-cat-group ((P�Q)� (R�S) ;R�S) . Thus we get obtained a
2-cat-group.

Let (G;N1∩N2) be a 2-cat-group. Take P=Kers1∩Kers2, Q=N1∩Kers2,R=Kers1∩
N2,S = N1 ∩N2.

λ :Kers1∩Kers2 −→ N1∩Kers2 is well defined by λ (x) = b1 |P (x), since for
x ∈ Kers1 ∩Kers2,

s2 (b1 |P (x)) = b1 |P (s2(x)) = b1 |P (1) = 1

and x ∈ Kers1∩Kers2 ⊆ G, we get λ (x) = b1 |P (x) ∈ Kers2 and λ (x) = b1 |P (x) ∈
N1,respectively.

λ is a crossed module with conjuge action of N1 ∩Kers2 on Kers1 ∩Kers2. The
action

N1 ∩Kers2 ×Kers1 ∩Kers2 −→ Kers1 ∩Kers2
(n,g) �−→ n ·g = ngn−1

is well defined because of

s1
(
ngn−1)= s1 (n)s1 (g)s1 (n)

−1 = s1 (n)1s1 (n)
−1 = 1

and
s2
(
ngn−1)= s2 (n)s2 (g)s2 (n)

−1 = 111 = 1.

It is seen that the conditions of crossed modules are satisfied by following equations.

λ (n ·g) = b1 |P
(
ngn−1)= b1 (n)b1 (g)b1 (n)

−1 = nb1 (g)n−1 (∵ b1 |N= IdN)

λ (g) ·g′ = λ (g)g′λ (g)−1 = b1 (g)g′b1 (g)
−1 (gg−1)

= b1 (g)g′
(

b1 (g)
−1 g

)
g−1

(∗)
= b1 (g)

(
b1 (g)

−1 g
)

g′g−1

= gg′g−1

Since b1

(
b1 (g)

−1 g
)
= b1

(
b1 (g)

−1
)

b1 (g)= b1 (g)
−1 b1 (g)= 1,we have b1 (g)

−1 g∈Kerb1.

Also b1 (g)
−1 g ∈Kerb1 and g′ ∈Kers1 commute, that is

g′
(

b1 (g)
−1 g

)
(∗)
=

(
b1 (g)

−1 g
)

g′

for n ∈ N1 ∩Kers2,g ∈ Kers1 ∩Kers2.
It is showed that λ ′,µ ′ and µ are also crossed modules by similar idea, so we

will just check that they are well defined.
λ ′ :Kers1∩Kers2 −→Kers1 ∩N2 is well defined by λ ′(x) = b2 |P (x), it is clear

that λ ′(x) = b2 |P (x) ∈ N2 and b2 |P (x) ∈Kers2, because of

s1b2 (x) = b2s1(x) = b2(1) = 1,
7
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for x ∈ Kers1 ∩Kers2.
Furthermore µ ′ = b1 |R:Kers1 ∩N2 −→ N1 ∩N2 and µ = b2 |Q: N1∩Kers2 −→

N1 ∩N2 are well defined, since b2 (b1 (x)) ∈ N2, b1 (b2 (x)) ∈ N1 and b1 (b2 (x)) =
b2 (b1 (x)) for x ∈Kers1 ∩N2 ⊆ G and x ∈ N1∩Kers2 ⊆ G.

h : Q�R −→ P,h(q,r) = qrq−1r−1 is well defined since

s1
(
qrq−1r−1)= s1 (q)s1 (r)s1 (r)

−1 = s1 (q)1s1 (q)
−1 1 = 1

and

s2
(
qrq−1r−1)= s2 (q)s2 (r)s2 (q)

−1 s2 (r)
−1 = 1s2 (r)1s2 (r)

−1 = 1.

It is satisfied µ ′λ ′ = µλ by b2b1 = b1b2.
As a result, we have the following crossed square with regard to the functions

and group actions given above:

Kers1 ∩Kers2

λ ′

��

λ �� N1 ∩Kers2

µ
��

Kers1 ∩N2 µ ′
�� N1 ∩N2
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1. Overview of the Maglev Train Technology  
People’s need for faster, safe, and ecologically friendly transportation systems 

has been increasing in the developing world. The aircrafts are the most popular 
and fastest transportation vehicles, but CO2 emissions alone from flights within 
Europe have increased 28% since 2013 and if it goes on like this, aviation 
emissions are expected to double or triple by 2050 (Transport & Environment, 
2022). Therefore, the aircrafts cannot be accepted as an eco-friendly solution. 
One can offer electric cars to overcome this problem. However, these vehicles 
are not fast and safe enough in addition to the fact that not eco-friendly enough 
contrary to popular belief. Of course, those don’t emit CO2 directly but need 
electricity. According to the annual report of the United States Environmental 
Protection Agency (United States Environmental Protection Agency, 2022), the 
electric production is responsible for 25 % of the greenhouse gas emissions in 
2020 (Figure 1). Therefore, one can see that the electric cars are not a sufficient 
solution for the problem mentioned above. Similarly, the conventional metal 
wheel electric trains also don’t completely meet the mentioned needing. On the 
other hand, the trains can carry lots of passengers and/or cargo at once and can 
be accepted as more efficient than the electric cars. Therefore, the most effective 
solution is to increase the energy efficiency of the electric trains. 

 

 
Figure 1. Sources of U.S. Greenhouse gas emissions in 2020 (United States 

Environmental Protection Agency, 2022).  
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Maglev trains are a very promising solution for the near future due to many 
advantages over conventional metal wheel-rail trains (Lee, Kim, & Lee, 2006): 

a) Lower maintenance costs due to the elimination of wear between the wheel 
and the rail. 

b) Maglev trains are not likely to derail as they move steadily on the guidance 
way. 

c) Since there is no wheel, vibration and noises are eliminated. 
d) They accelerate and decelerate very quickly. 
e) They are less affected by weather conditions as they move on the guidance 

way without contact. 
Maglev systems are classified into two, as electromagnetic Maglev (EML) and 

electrodynamic Maglev (EDL). Superconducting or normal conducting coils or 
permanent magnets are used in the EDL systems as magnetic field source. Today, 
non-superconductor-based Maglev trains are used in daily life in various 
countries such as Japan and China (Figure 2). However, studies all over the world 
are being conducted to make superconducting Maglev systems usable in everyday 
life due to their advantages, such as having more working gaps, less complexity, 
and lower system weights. 

 

 
Figure 2. Non-superconducting, Transrapid Maglev train (Pirti, Yücel, & 

Ocalan, 2016). 
 
Studies on Maglev systems gained momentum after the development of the 

first man-loaded superconducting Maglev vehicle by the researchers of 
Southwest Jiaotong University (Wang et al., 2002). Although studies on Maglev 
systems are being carried out by various research groups in many countries of the 
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world, studies on real-size Maglev systems are being conducted in China (Deng, 
et al., 2016), Brazil (Sotelo et al., 2013) and Germany (Schultz et al., 2005). The 
studies are increasing day by day the potential usage of Maglev systems in daily 
life, however the carrying capacity and movement stability are not yet at the 
required level. In addition, the fabrication cost of the system must be decreased 
by optimizing the superconductors used in the wagons and the permanent 
magnets used in the magnetic guidance way. In order to increase the carrying 
capacity, the vertical magnetic levitation force (Fy), the lateral magnetic guidance 
force (Fx) and related vertical (ky) and the lateral (kx) magnetic stiffness values 
between the superconducting materials in the Maglev system and the magnetic 
field distribution of the permanent magnetic guideway (PMG) should be 
increased.  

The magnetic force performance of maglev systems can be increased in three 
ways. The first way is to improve the electromagnetic properties of the 
superconducting materials used in wagons (Abdioglu et al., 2022; Güner, 2020; 
Ozturk et al., 2012). The second way is optimizing the PMG in magnetic rail, 
which is used as a magnetic field source in the system (Ozturk, Abdioglu, et al., 
2015) and the third way is to use additional magnets with superconductors in the 
wagon, which are called hybrid Maglev systems (Abdioglu, Kabaer, Ozturk, 
Erdem, & Celik, 2017; Abdioglu, Ozturk, Gedikli, Ekici, & Cansiz, 2015; Ozturk, 
Kabaer, & Abdioglu, 2015).  

Two types of PMG configurations are generally used as magnetic field sources 
in the performed studies in literature. One of which is called conventional PMG 
(Liu, Wang, Wang, Wang, & Li, 2009), consisting of two opposite magnets and 
steel or iron used to concentrate the magnetic flux between these magnets. 
Another type of conventional PMGs is the one in which an upward or downward 
PM is used as a flux concentrator between opposite polarity PMs. The second 
type of PMG is called "Halbach" (Halbach, 1985), and in this PMG, five (or 
seven) magnets are arranged in a special magnetic orientation so that the magnetic 
field is concentrated on the top of the PMG. 

Optimization of the magnetic guidance way is an important parameter for 
Maglev systems. Deng et al. conducted an experimental study (Z. Deng, Qian, et 
al., 2016) investigating the dynamic and static force performance between normal 
PMG (conventional PMG) or Halbach PMG and a three-seeded YBCO 
superconductor. In the study, the levitation force obtained with the Halbach PMG 
array and the decrease in this force depending on time were higher than the values 
obtained with the normal PMG array. The high temperature superconductor 
(HTS) arrangement in the system also affects the magnetic levitation force. In the 
study, it was also seen that the natural frequency magnetic stiffness values 
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obtained with Halbah PMG were higher than the values obtained with normal 
PMG. In the study, it was concluded that the Halbach PMG array has excellent 
performance in terms of both levitation and dynamic response characteristics. 

The MagLev-Cobra research group in Brazil explained the properties of the 
full-size Maglev system fabricated in 2015 (Sotelo et al., 2015). The prototype, 
consisting of four 1.5 m long wagons, was tested between two buildings 200 m 
apart at the “Federal University of Rio de Janeiro” (Figure 3). The Maglev 
module can turn 50 m radius bends and climb ramps with 15% inclination. Six 
force sensors in the system can simultaneously measure the force and moment in 
three axes. A magnetic levitation force of 2000 N was obtained between each 
cryostat in the passenger compartment and the PMG. Due to the flux creep in the 
superconductors, it was observed that at the end of the one-day operating period 
of the Maglev system, there was a 35% decrease in the magnetic levitation force 
and this decrease was logarithmic with respect to time. 

 

 
Figure 3. (a) Maglev vehicle; (b) Magnetic guideway and linear motor stator; 

(c-d) street view of the two stations and the road (Sotelo et al., 2015). 
 
The research group in China explained the features of the Maglev test system 

(Z. Deng, Zhang, et al., 2016), which named “Super-Maglev” (Figure 4), 
consisting of a 45 m long runway (Figure 4b). The Maglev vehicle in the specified 
system has a length of 2.2 m and a width of 1.1 m, and has the capacity to carry 
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consisting of a 45 m long runway (Figure 4b). The Maglev vehicle in the specified 
system has a length of 2.2 m and a width of 1.1 m, and has the capacity to carry 

 

a single passenger at a working height of 10-20 mm. The magnetic guideway is 
45 m long, in the form of a race-track with a curvature radius of 6 m, and a linear 
motor can accelerate the vehicle to 50 km/h maximum speed. During the 
movement of the vehicle, the working gap between the Maglev vehicle and the 
rail, levitation force, vehicle speed, acceleration, lateral balance, position, and 
total movement distance can be recorded in real time. 

 

 
Figure 4. “Super-Maglev”, HTS Maglev-ETT system developed in China; (a) 

design consisting of four main parts: HTS Maglev vehicle, ETT tube, Halbach 
PMG and linear induction motor, (b) panoramic view of the “Super-Maglev” and 
(c) HTS Maglev vehicle’s close-up view while moving in the tube (Zigang Deng 
et al., 2017). 

 
2. Magnetic Force Measurement System 
The loading capacity, movement stability and the magnetic stiffness 

parameters of Maglev vehicles are determined via magnetic force measurement 
systems in laboratory scale. In our study, experimental studies on the levitation 
and guidance forces and also magnetic stiffness between the HTS and PMG units 
are conducted via the triaxial magnetic force measurement system, designed and 
fabricated by us (Figure 5). Three step motors are responsible for the movement 
of this system in three-axis. The superconductors are placed in the LN2 vessel and 
cooled down to the superconducting transition temperature by adding LN2 to the 
vessel for about 20 minutes. The force data on the HTS unit is collected via Tri-

(a)

(b) (c)
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Axial Load Cell (FUTEK MTA400) which can measure the force in x, y, and z 
axes up to 1110 N, 2220 N and 1110 N, respectively with the sensitivity of 0.5 
N, 1 N and 0.5 N. We have given the technical properties of the measurement 
system in the previous studies (Abdioglu et al., 2015; Ozturk, Abdioglu, & 
Karaahmet, 2020). The positions in the vertical and lateral axis are measured via 
Baumer Laser sensors and the data collecting, and the control of the system is 
conducted by a PLC (programmable logic controller) programmed control unit.  
In the levitation force measurements, we have used YBCO HTSs with three-seed 
and 65 mm × 34 mm ×14 mm dimensions fabricated by ATZ GmbH company. 
The PMs in the PMGs have 40 mm × 30 mm × 30 mm dimensions and 0.53 T 
surface magnetic flux density.  

 

 
Figure 5. Three-axis magnetic levitation force measurement system 
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3. Magnetic Flux Density Distributions of Different PMG 
Configurations 

As mentioned above, the magnetic flux density distribution is an important 
parameter to enhance the magnetic force performance and, therefore, the man or 
load carrying capacity and stable moving of Maglev systems. In addition to 
optimizing PMG’s magnetic flux density distribution, we have designed HTS-
PMG arrangements as multi-surface (Abdioglu et al., 2021; Ozturk, Badia-Majos, 
Abdioglu, Dilek, & Gedikli, 2021) as different from the studies in literature. This 
new structure allows us to enhance the magnetic force properties of the Maglev 
system by utilizing from the surfaces of the PMGs as much as possible. Figure 6 
shows the schematic illustration of different multi-surface HTS-PMG 
configurations. Conf-1 includes four PM allowing four HTS, Conf-2 includes six 
PM allowing six HTS, whereas Conf-2 includes five PM allowing six HTS. 
Therefore, the HTS/PMG ratios are 1, 1 and 6/5 respectively for Conf-1, Conf-2 
and Conf-3. The bigger HTS/PMG ratio provides bigger carrying capacity and 
moving stability in Maglev vehicles in addition to decreasing the total fabrication 
cost of the PMG.  

 

 
Figure 6. Schematic illustration of different multi-surface HTS-PMG 

configurations 
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Figure 7 shows the photo of different multi-surface HTS-PMG configurations. 
The HTS containers (cryostats) are made from non-magnetic aluminium material 
so as to not effecting the magnetic flux density distribution of the magnetic field 
source and resultant magnetic field in the medium. Soft ferromagnetic steel 
material is used as PMG container to fix the PMs together for aimed magnetic 
pole configuration and to shape the magnetic flux of the PMG. 

 

 
Figure 7. Photo of different multi-surface HTS-PMG configurations 
 
The magnetic flux density distributions of the PMG configurations from 5 mm 

above the top surface of the PMGs are calculated by numerical analysis (as 
magnetostatic solution) based on the finite element method (FEM) in COMSOL 
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Multiphysics 3.5a. The normalized magnetic flux density distributions of different 
HTS-PMG configurations schematized in Figure 6 are shown in Figure 8. The 
maximum values of normalized magnetic flux density (Bnorm) of Conf-1, Conf-2 and 
Conf-3 are obtained as 0.69 T, 0.78 T and 0.89 T, respectively. This means that the 
maximum Bnorm value of the Conf-3 is bigger than that of the Conf-1 and Conf-2 as 
29 % and 14 %. One can see from Figure 8 that the Conf-3 has bigger magnetic flux 
density and magnetic flux density gradient than the other configurations. 

 
Figure 8. The normalized magnetic flux density (Bnorm) distributions of different 

multi-surface HTS-PMG configurations. 
 
4. Conclusions 
Magnetic levitation force comparison of HTS-PMG configurations with multi-

surface is given in Figure 9. The experimental studies on the levitation force were 
conducted via triaxial magnetic levitation force measurement system (Abdioglu et 
al., 2015; Ozturk et al., 2020) in our laboratory. The field cooling height (FCH) of 
FCH 20-30 is used in the measurements. FCH 20-30 means that the gap between the 
top surface of the PMG and the bottom surface of the upper HTSs is fixed at 20 mm 
before the cooling (Figure 6). In addition, the gap between the top surface of the lower 
HTSs and the bottom surface of the PMG unit (with steel part) is fixed at 20 mm. The 
distance is set as 35-15 (distance between the upper surface of the PMG and bottom 
of the upper HTSs is 35 mm which is a different measurement method given in 
(Ozturk et al., 2021)) after completely cooling of the HTSs by adding liquid nitrogen 
into the HTS container. Finally, the levitation force measurements are conducted 
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depending on the vertical gap between the upper surface of the PMG and bottom of 
the upper HTSs of 35 mm to 5 mm and again to initial gap of 35 mm. As shown in 
Figure 9, the levitation force curves, and maximum values of Conf-2 and Conf-3 are 
nearly same. On the other hand, the maximum values of Conf-2 and Conf-3 are nearly 
two times bigger than that of the Conf-1. The magnetic levitation force depends on 
the magnetic field distribution in the medium and magnetization degree of the HTS 
given as: 

 
 𝐹𝐹𝑦𝑦 = 𝑚𝑚 𝑑𝑑𝐻𝐻

𝑑𝑑𝑦𝑦 

 
Where, m and 𝑑𝑑𝑑𝑑/𝑑𝑑𝑑𝑑 indicates magnetization of the HTS and magnetic field 

gradient of the PMG, respectively. The bigger magnetic levitation force with bigger 
magnetic flux density indicates the importance of the PMG configurations in 
engineering applications as Maglev systems. In addition, although the levitation force 
of Conf-2 and Conf-3 are nearly same, six and five PMs are used in Conf-2 and Conf-
3 respectively as can be seen in Figure 6 and Figure 7. The nearly same levitation 
force by using less number of PM in Conf-3 indicates the cost-effective property of 
Conf-3 for thousands of kilometres PMG rails in real applications.  

 

 
Figure 9. Magnetic levitation force comparison of HTS-PMG configurations 

with multi-surface arrangement 
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INTRODUCTION 
Lizards are known for their self-defense behavior of deliberately throwing 

their own tails (Vitt et al. 1977; Lozito and Tuan 2017). Caudal autotomy may 
occur as a result of escaping from predators, during mating, or as a result of 
intraspecific struggle, especially between males (Arnold 1984). In addition, this 
phenomenon is observed in lizards with extreme stress, for example, when 
individuals are startled or touched (Rose 1962; Thanou and Kornilios 2019). 
The loss of a tail containing fat reserves and the associated costs of replenishing 
a new one can have a negative impact on mobility, foraging, interspecies 
interactions, predator escape, growth, immune response, parasite burden and 
reproductive output, and survival (Lin et al. 2006; Maginnis 2006; Bateman and 
Flemming 2009; Argaez et al. 2018; Stark 2022). 

Lizards use caudal autotomy as a strategy against their predators (Clause and 
Capaldi 2006). Certain sections along the tail, either on the vertebrae 
(intravertebral) or between the vertebrae (intervertebral), called fracture planes, 
allow the tail to fracture and subsequently rupture (Arnold 1984). After 
successful autotomy, the lizard regenerates its tail within a few weeks (Clause 
and Capaldi 2006). 

Lizards leave tail and may increase their locomotor performance. They can 
escape more efficiently (Brown et al. 1995). Tail bifurcation and related 
malformations occur in species that exhibit tail autotomy (some salamanders 
and lizards) and are relatively common (Smith 1946). During the regeneration 
process following caudal autotomy, some morphological abnormalities may 
appear, such as bi, tri, or polyfurcation of the tail (Pelegrin and Leão 2016; 
Badiane 2017). These anomalies are usually associated with a failure in the 
process of tail regeneration following caudal autotomy, as opposed to 
congenital malformations arising during development (Conzendy et al. 2013).  

The detachment of a part of the tail of the lizards not only occurs to escape 
predation, but also it can be the result of intraspecific aggression during mating 
and territorial fights (Iverson et al. 2004; Koleška et al. 2017). The ability to 
regenerate the tail of lizards shows that it is an important organ (for storing 
nutrients, maintaining balance, and in overcoming obstacles during locomotion) 
as explained by Iverson et al. (2004). 

The common wall lizard Podarcis muralis (Laurenti 1768) is a widespread, 
mainly, European lacertid species. It is located from northern Spain to France, 
Luxembourg, southern Belgium, west- southeastern Czech Republic, central 
Germany, central Hungary, central Slovakia, most of the Balkans, and 
northwestern Anatolia part of Turkey (Pola and Koleška 2017). In Turkey, it is 
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distributed along Thrace, Northwest Anatolia, and around Ankara (Baran et al. 
2021). 

The species lives in dry and rocky areas. Body length can be up to 20 cm. 
Females are larger than males. The tail length can be 2.5 times the body length 
(Baran et al. 2021). Podarcis muralis is classified as Least Concern (LC) 
according to the IUCN Red List of the Threatened Species.  

The European glass lizard, Pseudopus apodus (Pallas 1775) lives in Asia 
Minor, Central Asia, Southeast Europe, and the Balkans up to the Eastern 
Adriatic coast (Jandzik et al. 2018). It occurs in Eastern, Northern, Western, and 
Southern Anatolian regions and Thrace in Turkey (Baran et al. 2021). The body 
is cylindrical, legless and snake-like. P. apodus can be 120 cm or more in 
length. The head is covered with plates; there is a longitudinal recess on the 
sides of the body (Arnold 2002). This species lives on shrubbery, scrub, and 
stony slopes with plenty of vegetation. It hides under the bush, under stones, 
and in rodent nests (Baran et al. 2021). Pseudopus apodus is classified as Least 
Concern (LC) according to the IUCN Red List of the Threatened Species. 

 
RESULT 
In this study, we report the tail bifurcation of two lizard species in Turkey. 
On May 18, 2020, tail bifurcation was observed in a female specimen of 

Podarcis muralis (Figures 1 and 2) during field research Yığılca district of 
Düzce Province in Turkey (GPS Data, N: PS Data, N: 40° 57ˈ 46.4ˈˈ and E: 
31°26ˈ 31.4ˈˈ, 342 m a.s.l). The specimen was caught by hand and anesthetized 
with a MS-222 solution. Sex was identified by the absence/presence of palpable 
hemipenis pockets. After measurements, the lizard was released back into its 
habitat. SVL (snout-vent length, tip of snout to anal cleft) and TL (tail length, 
anal cleft to the tip of tail) of Podarcis muralis were measured using a digital 
caliper with an accuracy of 0.01mm. SVL and TL were 59.93 mm and 105.11 
mm, respectively. Bifurcation from the base of the tail occurred at 101.20 mm. 
The regenerated tail was 7.00 mm in length. 
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Figure 1. Tail bifurcation in a male specimen of female Podarcis muralis. 

 

 
Figure 2. A close view of tail bifurcation in Podarcis muralis. 

 
Apart from our findings, tail bifurcation was also reported in males and 

females of Podarcis muralis (Pola and Koleška 2017; Sorlin et al. 2019). 
Pola and Koleška (2017) presented tail bifurcation in P. muralis from the 

Liguria, Italy. Length of the specimen was 160 mm long and more than half the 
length was formed by the tail, with the forked tail being shorter than the original 
tail in their sample. 

In addition, Sorlin et al. (2019) observed tail bifurcation in a female of 
Podarcis muralis (SVL = 64.7 mm; tail length = 84.8 mm) and pronounced tail 
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split in a male individual SVL = 55.02 mm; tail length = 101.69 mm) of the 
species during fieldwork in the French Pyrenees.  

Beside tail bifurcation,  tail trifurcation was also recorded for Podarcis 
muralis by Badiane (2017). They observed the first bifurcation occurred 
approximately 1 cm away from the cloaca in the male individual captured in the 
Cres municipality on the island of Cres, Croatia. The second bifurcation was 
approximately 1 cm at the end of one of the two caudal arms. 

All these findings show that individuals of the Podarcis muralis species are 
more likely to be exposed to adverse effects that cause tail autotomy 
(bifurcation or trifurcation) in their natural habitats. 

Moreover, tail bifurcation can also be seen in other species of the genus 
Podarcis. Brock et al. (2014) observed tail bifurcation in adult individuals of 
Podarcis erhardiii on the Gaiduronissi Islet of Greece.  

Our study presents the first record of tail bifurcation for Pseudopus apodus. 
During the field research on 25 February 2021, tail bifurcation was observed in 
a male specimen of Pseudopus apodus (Figures 3 and 4) captured from Çınarlı 
neighborhood, Sarıçam district, Adana Province of Turkey (GPS Data, N: 37° 
04ˈ 10.1ˈˈ and E: 35°23ˈ 55.2ˈˈ, 152 m a.s.l). The specimen was caught by hand 
and anesthetized with an MS-222 solution. Sex was identified by the 
absence/presence of palpable hemipenis pockets. SVL and TL were 162.90 mm 
and 195.46 mm, respectively. Bifurcation from the base of the tail occurred at 
183.99 mm. The length of the regenerated tail was 2.82 mm. 

 

 
Figure 3. Tail bifurcation in a male specimen of male Pseudopus apodus. 
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Figure 4. A close view of tail bifurcation in Pseudopus apodus. 

 
Espasandín (2017) observed tail bifurcation in the slow worm, Anguis 

fragilis (Linnaeus 1758), from Spain. He found bifurcation in an adult male 
individual and SVL was 196 mm in this lizard. TL was 97 mm and the length of 
the regenerated tail was 9.34 mm. Our studied female individual of Pseudopus 
apodus had 162.90 mm of SVL. TL was 195.46 mm and bifurcation from the 
base of the tail occurred at 183.99 mm. The length of the regenerated tail was 
2.82 mm. It is understood from these results that the bifurcated tail was shorter 
in Pseudopus apodus than in Anguis fragilis. 

In Turkey, tail bifurcation in lizards was only reported by Bülbül and 
Sarıkurt (2022). They observed tail bifurcation in males belonged to Darevskia 
clarkorum (Darevsky and Vedmederja 1977) and Darevskia rudis (Bedriaga 
1886). The SVL and TL of male D. clarkorum, were 55.37 mm and 66.43 mm, 
respectively. Tail bifurcation from the base of the tail occurred at 42.82 mm. 
The regenerated tail was 8.45 mm. SVL and TL were 83.56 mm and 128.93 
mm, respectively in the specimen of D. rudis. Bifurcation from the base of the 
tail occurred at 33.38 mm. The length of the regenerated tail was 46.77 mm. 

Other researches related to tail bifurcation were also performed in the 
different lacertids. Dudek and Ekner-Grzyb (2014) found individuals of two 
lizard species with forked tails in their work in central Poland. Their first 
observation was related to the common lizard Zootoca vivipara (Jacquin 1787). 
The second observation was performed on an adult female sand lizard Lacerta 
agilis (Linnaeus 1758). In addition, Kolenda et al. (2017) recorded tail 
bifurcation of the species Lacerta agilis and Zootaxa vipera in Poland.  
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Hoefer and Robinson (2020) reported the first observation of tail bifurcation 
in the Anolis family and species Anolis sagrei (Duméril and Bibron 1837). They 
found a two-tailed A. sagrei in South Eleuthera, Bahamas. 

Ramadanovic and Zimic (2019) found an interesting individual of Lacerta 
agilis with a distinct color morph, malformation, and forked-tail in Kupres Polje 
(Eastern Bosnia and Herzegovina). The lizard had 62 mm length (SVL) and the 
length of tail was 67 mm. Length of the bifurcated tail was 35 mm. 

Miles et al. (2020) caught an individual of Plestiodon skiltonianus (Tanner 
1958) in Lander County, northeast of Austin, Nevada, USA. 

In 2016, a study was performed by Jablonski related to the Desert lidless 
skink, Ablepharus deserti (Strauch 1868). He observed tail bifurcation in an 
adult female of A. deserti from Jalal-Abad, Kyrgyzstan. The tail is bifurcated 
with a new segment of the same length (~18 mm) as the original tail. The 
individual measured a total length of 90 mm (SVL 46 mm), with a tail of 44 
mm. 

Lozano and Patiño-Siro (2020) observed tail bifurcation in an adult female 
of the Green Iguana, Iguana iguana (Linnaeus 1758) in central Colombia. The 
tail bifurcation in this female started approximately 45 cm after the cloaca. The 
longest tail measured 29 cm and they noted a secondary regeneration of this tail 
at 14.5 cm. The shorter tail was reported to be 13 cm. 

Vergilov and Natchev (2017) reported the first record of tail bifurcations in 
the snake-eyed skink Ablepharus kitaibelii (Bibron and Bory 1833) from 
Pastrina ridge (northwest Bulgaria). 

Stark et al. (2018), an adult Acanthodactylus aegyptius (Baha El Din 2007) 
in southern Israel. This lizard (36.6 mm SVL; 45.2 tail length) had an original 
tail forked at the rear. The forked part of the tail begins 27 mm behind the 
cloaca, with the original tail tip being six mm longer than the regenerated one. 

Rai (2021) observed a forked-tail Tokay Gecko (Gekko gecko, Linnaeus 
1758) from Pandau, Nepal. 

In conclusion, our study provided the first observation of tail bifurcation in 
Pseudopus apodus and an additional record of tail bifurcation in Podarcis 
muralis from Turkey. As more field observations are made, the possibility of 
tail bifurcation or trifurcation in different lizard species will increase. 
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1. Introduction  

Large classes of polynomials appeared in many fields of mathematics and sci-
ence can be defined by generalizing numbers. Such polynomials called Fibonacci 
type and Lucas type polynomials are emerged as the generalizations of numbers 
defined by the Fibonacci type and the Lucas type recurrence relations. Fibonacci 
and Lucas polynomials, the most famous special polynomials in the literature, are 
generalizations of the Fibonacci numbers, 𝑓𝑓𝑛𝑛 = 𝑓𝑓𝑛𝑛−1 + 𝑓𝑓𝑛𝑛−2 with 𝑓𝑓0 = 0, 𝑓𝑓1 = 1, 
and  the Lucas numbers, ℓ𝑛𝑛 = ℓ𝑛𝑛−1 + ℓ𝑛𝑛−2 with ℓ0 = 2, ℓ1 = 1 for 𝑛𝑛 ≥ 2, re-
spectively (Horadam, A. F. 1961).  

The Fibonacci polynomials are presented by the recurrence relation 𝑓𝑓𝑛𝑛(𝑥𝑥) =
𝑥𝑥𝑓𝑓𝑛𝑛−1(𝑥𝑥) + 𝑓𝑓𝑛𝑛−2(𝑥𝑥) with initial terms 𝑓𝑓0(𝑥𝑥) = 0, 𝑓𝑓1(𝑥𝑥) = 1 for 𝑛𝑛 ≥ 2. General-
ized identities and periods of these polynomials are obtained by many authors 
(Hoggatt Jr., V. E. & Bicknell, M. 1973, Gültekin, İ. & Taşyurdu, Y. 2013, Taş-
yurdu, Y. & Deveci, Ö. 2017). Similarly, the Lucas polynomials are presented by 
the recurrence relation 

ℓ𝑛𝑛(𝑥𝑥) = 𝑥𝑥ℓ𝑛𝑛−1(𝑥𝑥) + ℓ𝑛𝑛−2(𝑥𝑥) 

with initial terms ℓ0(𝑥𝑥) = 2 and ℓ1(𝑥𝑥) = 𝑥𝑥 for 𝑛𝑛 ≥ 2. Koshy has also collected 
almost every study in the literature on the Fibonacci type and the Lucas type 
numbers and polynomials and their generalizations and presented to readers as 
two wonderful books (Koshy, T. 2017).  

The most interesting applications of these numbers and polynomials have 
been on their generalizations. For instance, bivariate Lucas polynomials are in-
troduced as 

ℓ𝑛𝑛(𝑥𝑥, 𝑦𝑦) = 𝑥𝑥ℓ𝑛𝑛−1(𝑥𝑥, 𝑦𝑦) + 𝑦𝑦ℓ𝑛𝑛−2(𝑥𝑥, 𝑦𝑦) 

with initial terms ℓ0(𝑥𝑥, 𝑦𝑦) = 2, ℓ1(𝑥𝑥, 𝑦𝑦) = 𝑥𝑥 for 𝑥𝑥, 𝑦𝑦 ≠ 0, 𝑥𝑥2 + 4𝑦𝑦 ≠ 0, 𝑛𝑛 ≥
2 and generalized identities of these polynomials are obtained (Catalani, M. 2004, 
Panwar, Y. K., Gupta V. K. & Bhandari, J. 2020). For 𝑛𝑛 ≥ 2, the ℎ(𝑥𝑥)-Lucas 
polynomials as another generalization of the Lucas polynomials are defined by 
recurrence relation 

ℓℎ,𝑛𝑛(𝑥𝑥) = ℎ(𝑥𝑥)ℓℎ,𝑛𝑛−1(𝑥𝑥) + ℓℎ,𝑛𝑛−2(𝑥𝑥) 

with initial terms ℓℎ,0(𝑥𝑥) = 2, ℓℎ,1(𝑥𝑥) = ℎ(𝑥𝑥) where ℎ(𝑥𝑥) be a polynomial with 
real coefficients (Nalli A. & Haukkanen, P. 2009).  
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A new generalization of the Lucas numbers and polynomials called general-
ized Lucas polynomials is introduced by using different initial terms in the gen-
eralization methods from the above-cited studies. Let |𝑝𝑝0| = 1 or 2 and 
𝑝𝑝1(𝑥𝑥), 𝑑𝑑(𝑥𝑥) = 𝛼𝛼𝑝𝑝1(𝑥𝑥) and 𝑔𝑔(𝑥𝑥) be fixed nonzero polynomials in ℚ[𝑥𝑥] with 𝛼𝛼 an 
integer of the form 2/𝑝𝑝0. For 𝑛𝑛 ≥ 2, the generalized Lucas polynomial se-
quences, {ℒ𝑛𝑛(𝑥𝑥)}𝑛𝑛∈ℕ are defined by the recurrence relation 

                                         ℒ𝑛𝑛(𝑥𝑥) = 𝑑𝑑(𝑥𝑥)ℒ𝑛𝑛−1(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)ℒ𝑛𝑛−2(𝑥𝑥)                         (1) 

with initial terms ℒ0(𝑥𝑥) = 𝑝𝑝0  and ℒ1(𝑥𝑥) = 𝑝𝑝1(𝑥𝑥). It is clearly that we obtain 
classical Lucas polynomial for 𝑝𝑝0 = 2, 𝑝𝑝1(𝑥𝑥) = 𝑥𝑥, 𝑑𝑑(𝑥𝑥) = 𝑥𝑥 and 𝑔𝑔(𝑥𝑥) = 1, and 
ℒ𝑛𝑛(1) = ℓ𝑛𝑛 for 𝑝𝑝0 = 2, 𝑝𝑝1(𝑥𝑥) = 𝑑𝑑(𝑥𝑥) = 𝑔𝑔(𝑥𝑥) = 1 where ℓ𝑛𝑛 is the 𝑛𝑛th classical 
Lucas number. Binet formulas for the generalized Lucas polynomial sequences 
are given by 

ℒ𝑛𝑛(𝑥𝑥) = 𝜎𝜎𝑛𝑛(𝑥𝑥) + 𝜌𝜌𝑛𝑛(𝑥𝑥)
𝛼𝛼  

where 𝜎𝜎(𝑥𝑥) and 𝜌𝜌(𝑥𝑥) are the roots of the quadratic equation 𝑡𝑡2 − 𝑑𝑑(𝑥𝑥)𝑡𝑡 −
𝑔𝑔(𝑥𝑥) = 0 of equation (1). More information on the generalized Fibonacci type 
and Lucas type polynomials can be seen in (Florez, R. Higuita, R. A. & Mukher-
jee, A. 2014, 2018, Florez, R., McAnally, N. & Mukherjee, A. 2018). 

In other generalizations called bi-periodic numbers and polynomials, nonzero 
real numbers are taken into account in recurrence relations of the Fibonacci type 
and the Lucas type numbers and polynomials. For 𝑛𝑛 ≥ 2, using the recurrence 
relations of the Fibonacci and the Lucas numbers, bi-periodic Fibonacci numbers 
are defined by 

𝑓𝑓𝑛𝑛 = {𝑎𝑎𝑓𝑓𝑛𝑛−1 + 𝑓𝑓𝑛𝑛−2,   if 𝑛𝑛 is even
𝑏𝑏𝑓𝑓𝑛𝑛−1 + 𝑓𝑓𝑛𝑛−2,   if 𝑛𝑛 is odd  

with initial terms 𝑓𝑓0 = 0,  𝑓𝑓1 = 1 (Edson, M. & Yayenie, O. 2009), and bi-peri-
odic Lucas numbers are defined by  

 𝑙𝑙𝑛𝑛 = {𝑏𝑏𝑙𝑙𝑛𝑛−1 + 𝑙𝑙𝑛𝑛−2,   if 𝑛𝑛 is even
𝑎𝑎𝑙𝑙𝑛𝑛−1 + 𝑙𝑙𝑛𝑛−2,   if 𝑛𝑛 is odd  

with initial terms 𝑙𝑙0 = 2,  𝑙𝑙1 = 𝑎𝑎 where 𝑎𝑎 and 𝑏𝑏 are any two nonzero real numbers 
(Bilgici, G. 2014).  
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A new generalization of the Lucas numbers and polynomials called general-
ized Lucas polynomials is introduced by using different initial terms in the gen-
eralization methods from the above-cited studies. Let |𝑝𝑝0| = 1 or 2 and 
𝑝𝑝1(𝑥𝑥), 𝑑𝑑(𝑥𝑥) = 𝛼𝛼𝑝𝑝1(𝑥𝑥) and 𝑔𝑔(𝑥𝑥) be fixed nonzero polynomials in ℚ[𝑥𝑥] with 𝛼𝛼 an 
integer of the form 2/𝑝𝑝0. For 𝑛𝑛 ≥ 2, the generalized Lucas polynomial se-
quences, {ℒ𝑛𝑛(𝑥𝑥)}𝑛𝑛∈ℕ are defined by the recurrence relation 

                                         ℒ𝑛𝑛(𝑥𝑥) = 𝑑𝑑(𝑥𝑥)ℒ𝑛𝑛−1(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)ℒ𝑛𝑛−2(𝑥𝑥)                         (1) 

with initial terms ℒ0(𝑥𝑥) = 𝑝𝑝0  and ℒ1(𝑥𝑥) = 𝑝𝑝1(𝑥𝑥). It is clearly that we obtain 
classical Lucas polynomial for 𝑝𝑝0 = 2, 𝑝𝑝1(𝑥𝑥) = 𝑥𝑥, 𝑑𝑑(𝑥𝑥) = 𝑥𝑥 and 𝑔𝑔(𝑥𝑥) = 1, and 
ℒ𝑛𝑛(1) = ℓ𝑛𝑛 for 𝑝𝑝0 = 2, 𝑝𝑝1(𝑥𝑥) = 𝑑𝑑(𝑥𝑥) = 𝑔𝑔(𝑥𝑥) = 1 where ℓ𝑛𝑛 is the 𝑛𝑛th classical 
Lucas number. Binet formulas for the generalized Lucas polynomial sequences 
are given by 

ℒ𝑛𝑛(𝑥𝑥) = 𝜎𝜎𝑛𝑛(𝑥𝑥) + 𝜌𝜌𝑛𝑛(𝑥𝑥)
𝛼𝛼  

where 𝜎𝜎(𝑥𝑥) and 𝜌𝜌(𝑥𝑥) are the roots of the quadratic equation 𝑡𝑡2 − 𝑑𝑑(𝑥𝑥)𝑡𝑡 −
𝑔𝑔(𝑥𝑥) = 0 of equation (1). More information on the generalized Fibonacci type 
and Lucas type polynomials can be seen in (Florez, R. Higuita, R. A. & Mukher-
jee, A. 2014, 2018, Florez, R., McAnally, N. & Mukherjee, A. 2018). 

In other generalizations called bi-periodic numbers and polynomials, nonzero 
real numbers are taken into account in recurrence relations of the Fibonacci type 
and the Lucas type numbers and polynomials. For 𝑛𝑛 ≥ 2, using the recurrence 
relations of the Fibonacci and the Lucas numbers, bi-periodic Fibonacci numbers 
are defined by 

𝑓𝑓𝑛𝑛 = {𝑎𝑎𝑓𝑓𝑛𝑛−1 + 𝑓𝑓𝑛𝑛−2,   if 𝑛𝑛 is even
𝑏𝑏𝑓𝑓𝑛𝑛−1 + 𝑓𝑓𝑛𝑛−2,   if 𝑛𝑛 is odd  

with initial terms 𝑓𝑓0 = 0,  𝑓𝑓1 = 1 (Edson, M. & Yayenie, O. 2009), and bi-peri-
odic Lucas numbers are defined by  

 𝑙𝑙𝑛𝑛 = {𝑏𝑏𝑙𝑙𝑛𝑛−1 + 𝑙𝑙𝑛𝑛−2,   if 𝑛𝑛 is even
𝑎𝑎𝑙𝑙𝑛𝑛−1 + 𝑙𝑙𝑛𝑛−2,   if 𝑛𝑛 is odd  

with initial terms 𝑙𝑙0 = 2,  𝑙𝑙1 = 𝑎𝑎 where 𝑎𝑎 and 𝑏𝑏 are any two nonzero real numbers 
(Bilgici, G. 2014).  

For 𝑛𝑛 ≥ 2, using the recurrence relations of the Fibonacci and the Lucas polyno-
mials, bi-periodic Fibonacci polynomials are defined by 

𝑞𝑞𝑛𝑛(𝑥𝑥) = {𝑎𝑎𝑥𝑥𝑞𝑞𝑛𝑛−1(𝑥𝑥) + 𝑞𝑞𝑛𝑛−2(𝑥𝑥),   if 𝑛𝑛 is even
𝑏𝑏𝑥𝑥𝑞𝑞𝑛𝑛−1(𝑥𝑥) + 𝑞𝑞𝑛𝑛−2(𝑥𝑥),   if 𝑛𝑛 is odd  

with initial terms 𝑞𝑞0(𝑥𝑥) = 0, 𝑞𝑞1(𝑥𝑥) = 1, bi-periodic Lucas polynomials are de-
fined by  

𝑙𝑙𝑛𝑛(𝑥𝑥) = {𝑏𝑏𝑥𝑥𝑙𝑙𝑛𝑛−1(𝑥𝑥) + 𝑙𝑙𝑛𝑛−2(𝑥𝑥),   if 𝑛𝑛 is even
𝑎𝑎𝑥𝑥𝑙𝑙𝑛𝑛−1(𝑥𝑥) + 𝑙𝑙𝑛𝑛−2(𝑥𝑥),   if 𝑛𝑛 is odd  

with initial terms 𝑙𝑙0(𝑥𝑥) = 2, 𝑙𝑙1(𝑥𝑥) = 𝑎𝑎𝑥𝑥 where 𝑎𝑎 and 𝑏𝑏 are any two nonzero real 
numbers. Also, some identities related to these bi-periodic polynomials are given 
(Yılmaz, Y., Çoşkun, A. & Taşkara, N. 2017). 

In this study, we introduce new generalizations of the Lucas and the Lucas type 
polynomials, the bi-periodic Lucas and the bi-periodic Lucas type polynomials, 
which we shall call bi-periodic generalized Lucas polynomials using recurrence 
relations of the generalized Lucas polynomials. It is derived generating functions, 
general formulas and well-known identities for these polynomials. We also give 
special cases of the bi-periodic generalized Lucas polynomials and generalize all 
the results. 

2. Bi-Periodic Generalized Lucas Polynomials 

In this section, bi-periodic generalized Lucas polynomials, which are generaliza-
tions of the Lucas and the Lucas type polynomials including Pell-Lucas, Pell-
Lucas-prime, Jacobsthal-Lucas, Fermat-Lucas, Chebyshev first kind, Morgan-
Voyce second kind and Vieta-Lucas polynomials, are defined. Generating func-
tions, Binet formulas, some basic properties as well as the Catalan's identity and 
Cassini's identity for these polynomials are obtained. 

Definition 2.1. For any two nonzero real numbers 𝑎𝑎 and 𝑏𝑏, the 𝑛𝑛th bi-periodic 
generalized Lucas polynomial is defined by the recurrence relation 

               𝕃𝕃𝑛𝑛(𝑥𝑥) = {𝑏𝑏𝑏𝑏(𝑥𝑥)𝕃𝕃𝑛𝑛−1(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝕃𝕃𝑛𝑛−2(𝑥𝑥), if 𝑛𝑛 is even
𝑎𝑎𝑏𝑏(𝑥𝑥)𝕃𝕃𝑛𝑛−1(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝕃𝕃𝑛𝑛−2(𝑥𝑥), if 𝑛𝑛 is odd                      (2) 

for 𝑛𝑛 ≥ 2 and initial terms 𝕃𝕃0(𝑥𝑥) = 𝑝𝑝0, 𝕃𝕃1(𝑥𝑥) = 𝑎𝑎𝑝𝑝1(𝑥𝑥) where |𝑝𝑝0| = 1 or  2 
and  𝑝𝑝1(𝑥𝑥), 𝑏𝑏(𝑥𝑥) = 𝛼𝛼𝑝𝑝1(𝑥𝑥) and 𝑔𝑔(𝑥𝑥) are fixed nonzero polynomials in ℚ[𝑥𝑥] 
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with 𝛼𝛼 an integer of the form 2/𝑝𝑝0. The sequences of the bi-periodic generalized 
Lucas polynomials are denoted by {𝕃𝕃𝑛𝑛(𝑥𝑥)}𝑛𝑛𝑛𝑛ℕ.  

The sequences of the bi-periodic Lucas polynomials are as follows  

{𝕃𝕃𝑛𝑛(𝑥𝑥)}𝑛𝑛𝑛𝑛ℕ = {𝑝𝑝0, 𝑎𝑎𝑝𝑝1(𝑥𝑥), 𝑎𝑎𝑎𝑎𝑎𝑎(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝑝𝑝0, 𝑎𝑎2𝑎𝑎𝑎𝑎2(𝑥𝑥)𝑝𝑝1(𝑥𝑥) 

+𝑎𝑎𝑎𝑎(𝑥𝑥)𝑔𝑔(𝑥𝑥)𝑝𝑝0 + 𝑎𝑎𝑔𝑔(𝑥𝑥)𝑝𝑝1(𝑥𝑥), 𝑎𝑎2𝑎𝑎2𝑎𝑎3(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 𝑎𝑎𝑎𝑎𝑎𝑎2(𝑥𝑥)𝑔𝑔(𝑥𝑥)𝑝𝑝0

+2𝑎𝑎𝑎𝑎𝑎𝑎(𝑥𝑥)𝑔𝑔(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 𝑔𝑔2(𝑥𝑥)𝑝𝑝0, 𝑎𝑎3𝑎𝑎2𝑎𝑎4(𝑥𝑥)𝑝𝑝1(𝑥𝑥) 

+5𝑎𝑎2𝑎𝑎𝑎𝑎2(𝑥𝑥)𝑔𝑔(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 2𝑎𝑎𝑎𝑎(𝑥𝑥)𝑔𝑔2(𝑥𝑥)𝑝𝑝0 + 𝑎𝑎𝑔𝑔2(𝑥𝑥)𝑝𝑝1(𝑥𝑥),… } 

Note that 𝑝𝑝0 = 2, 𝑝𝑝1(𝑥𝑥) = 𝑥𝑥, 𝑎𝑎(𝑥𝑥) = 𝑥𝑥 and 𝑔𝑔(𝑥𝑥) = 1, we get the bi-periodic 
Lucas polynomial 𝕃𝕃𝑛𝑛(𝑥𝑥) = 𝐿𝐿𝑛𝑛(𝑥𝑥). Special cases of the bi-periodic generalized 
Lucas polynomials are given in the Table 1.  

Table 1: Special cases of the polynomials 𝕃𝕃𝑛𝑛(𝑥𝑥) 

Bi-Periodic Generalized Lu-
cas Polynomials 

𝕃𝕃𝒏𝒏(𝒙𝒙) 𝒑𝒑𝟎𝟎 𝒑𝒑𝟏𝟏(𝒙𝒙) 𝒅𝒅(𝒙𝒙) 𝒈𝒈(𝒙𝒙) 

Bi-periodic Lucas polynomials  𝐿𝐿𝑛𝑛(𝑥𝑥) 2 𝑥𝑥 𝑥𝑥 1 

Bi-periodic ℎ(𝑥𝑥)-Lucas polyno-
mials 

𝐿𝐿ℎ,𝑛𝑛(𝑥𝑥) 2 ℎ(𝑥𝑥) ℎ(𝑥𝑥) 1 

Bi-periodic Lucas polynomials 
with two variables  

𝐿𝐿𝑛𝑛(𝑥𝑥, 𝑦𝑦) 2 𝑥𝑥 𝑥𝑥 𝑦𝑦 

Bi-periodic Pell-Lucas polyno-
mials  

𝑄𝑄𝑛𝑛(𝑥𝑥) 2 2𝑥𝑥 2𝑥𝑥 1 

Bi-periodic Pell-Lucas-prime 
polynomials 

𝑄𝑄𝑛𝑛′ (𝑥𝑥) 1 𝑥𝑥 2𝑥𝑥 1 

Bi-periodic Jacobsthal-Lucas 
polynomials 

𝑗𝑗𝑛𝑛(𝑥𝑥) 2 1 1 2𝑥𝑥 

Bi-periodic Fermat-Lucas poly-
nomials 

ϑ𝑛𝑛(𝑥𝑥) 2 3𝑥𝑥 3𝑥𝑥 −2 

Bi-periodic Chebyshev first 
kind polynomials 

𝑇𝑇𝑛𝑛(𝑥𝑥) 1 𝑥𝑥 2𝑥𝑥 −1 

Bi-periodic Morgan-Voyce sec-
ond kind polynomials 

𝐶𝐶𝑛𝑛(𝑥𝑥) 2 𝑥𝑥 + 2 𝑥𝑥 + 2 −1 

Bi-periodic Vieta-Lucas poly-
nomials 

𝑣𝑣𝑛𝑛(𝑥𝑥) 2 𝑥𝑥 𝑥𝑥 −1 
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with 𝛼𝛼 an integer of the form 2/𝑝𝑝0. The sequences of the bi-periodic generalized 
Lucas polynomials are denoted by {𝕃𝕃𝑛𝑛(𝑥𝑥)}𝑛𝑛𝑛𝑛ℕ.  

The sequences of the bi-periodic Lucas polynomials are as follows  

{𝕃𝕃𝑛𝑛(𝑥𝑥)}𝑛𝑛𝑛𝑛ℕ = {𝑝𝑝0, 𝑎𝑎𝑝𝑝1(𝑥𝑥), 𝑎𝑎𝑎𝑎𝑎𝑎(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝑝𝑝0, 𝑎𝑎2𝑎𝑎𝑎𝑎2(𝑥𝑥)𝑝𝑝1(𝑥𝑥) 

+𝑎𝑎𝑎𝑎(𝑥𝑥)𝑔𝑔(𝑥𝑥)𝑝𝑝0 + 𝑎𝑎𝑔𝑔(𝑥𝑥)𝑝𝑝1(𝑥𝑥), 𝑎𝑎2𝑎𝑎2𝑎𝑎3(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 𝑎𝑎𝑎𝑎𝑎𝑎2(𝑥𝑥)𝑔𝑔(𝑥𝑥)𝑝𝑝0

+2𝑎𝑎𝑎𝑎𝑎𝑎(𝑥𝑥)𝑔𝑔(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 𝑔𝑔2(𝑥𝑥)𝑝𝑝0, 𝑎𝑎3𝑎𝑎2𝑎𝑎4(𝑥𝑥)𝑝𝑝1(𝑥𝑥) 

+5𝑎𝑎2𝑎𝑎𝑎𝑎2(𝑥𝑥)𝑔𝑔(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 2𝑎𝑎𝑎𝑎(𝑥𝑥)𝑔𝑔2(𝑥𝑥)𝑝𝑝0 + 𝑎𝑎𝑔𝑔2(𝑥𝑥)𝑝𝑝1(𝑥𝑥),… } 

Note that 𝑝𝑝0 = 2, 𝑝𝑝1(𝑥𝑥) = 𝑥𝑥, 𝑎𝑎(𝑥𝑥) = 𝑥𝑥 and 𝑔𝑔(𝑥𝑥) = 1, we get the bi-periodic 
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Lucas polynomials are given in the Table 1.  

Table 1: Special cases of the polynomials 𝕃𝕃𝑛𝑛(𝑥𝑥) 

Bi-Periodic Generalized Lu-
cas Polynomials 

𝕃𝕃𝒏𝒏(𝒙𝒙) 𝒑𝒑𝟎𝟎 𝒑𝒑𝟏𝟏(𝒙𝒙) 𝒅𝒅(𝒙𝒙) 𝒈𝒈(𝒙𝒙) 

Bi-periodic Lucas polynomials  𝐿𝐿𝑛𝑛(𝑥𝑥) 2 𝑥𝑥 𝑥𝑥 1 

Bi-periodic ℎ(𝑥𝑥)-Lucas polyno-
mials 

𝐿𝐿ℎ,𝑛𝑛(𝑥𝑥) 2 ℎ(𝑥𝑥) ℎ(𝑥𝑥) 1 
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with two variables  

𝐿𝐿𝑛𝑛(𝑥𝑥, 𝑦𝑦) 2 𝑥𝑥 𝑥𝑥 𝑦𝑦 
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Bi-periodic Pell-Lucas-prime 
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𝑄𝑄𝑛𝑛′ (𝑥𝑥) 1 𝑥𝑥 2𝑥𝑥 1 

Bi-periodic Jacobsthal-Lucas 
polynomials 

𝑗𝑗𝑛𝑛(𝑥𝑥) 2 1 1 2𝑥𝑥 

Bi-periodic Fermat-Lucas poly-
nomials 

ϑ𝑛𝑛(𝑥𝑥) 2 3𝑥𝑥 3𝑥𝑥 −2 

Bi-periodic Chebyshev first 
kind polynomials 

𝑇𝑇𝑛𝑛(𝑥𝑥) 1 𝑥𝑥 2𝑥𝑥 −1 

Bi-periodic Morgan-Voyce sec-
ond kind polynomials 

𝐶𝐶𝑛𝑛(𝑥𝑥) 2 𝑥𝑥 + 2 𝑥𝑥 + 2 −1 

Bi-periodic Vieta-Lucas poly-
nomials 

𝑣𝑣𝑛𝑛(𝑥𝑥) 2 𝑥𝑥 𝑥𝑥 −1 

 

Since the all results obtained in the study are provided for all the bi-periodic 
generalized Lucas polynomials, the values given in Table 1 can be used in the 
relevant theorems or corollaries for any bi-periodic polynomials. 

Alternative recurrence relations can be given for the bi-periodic generalized 
Lucas polynomials where 𝜉𝜉(𝑛𝑛) = 𝑛𝑛 − 2 ⌊𝑛𝑛

2⌋ is the parity function, i.e., 

𝜉𝜉(𝑛𝑛) = {0, 𝑖𝑖f  𝑛𝑛 is even 
1, if   𝑛𝑛 is odd . 

Also using this parity function, we obtain the following equalities for proofs 
in this study:  

      1 − 𝜉𝜉(𝑛𝑛) + ⌊𝑛𝑛 + 1
2 ⌋ = ⌊𝑛𝑛 + 2

2 ⌋ 

      𝜉𝜉(𝑛𝑛 + 1) + ⌊𝑛𝑛 + 1
2 ⌋ = ⌊𝑛𝑛 + 2

2 ⌋ 

      𝜉𝜉(𝑛𝑛 + 𝑟𝑟)  + ⌊𝑛𝑛 − 𝑟𝑟
2 ⌋ + ⌊𝑛𝑛 + 𝑟𝑟

2 ⌋ = 𝑛𝑛 

      𝜉𝜉(𝑛𝑛 + 𝑟𝑟) − ⌊𝑛𝑛 − 𝑟𝑟 + 1
2 ⌋ − ⌊𝑛𝑛 + 𝑟𝑟 + 1

2 ⌋ = −𝑛𝑛 

      𝜉𝜉(𝑛𝑛) − 2 ⌊𝑛𝑛 + 1
2 ⌋ = −𝑛𝑛. 

For any two nonzero real numbers 𝑎𝑎 and 𝑏𝑏, the 𝑛𝑛th bi-periodic generalized 
Lucas polynomial is given by 

                     𝕃𝕃𝑛𝑛(𝑥𝑥) = 𝑎𝑎𝜉𝜉(𝑛𝑛)𝑏𝑏1−𝜉𝜉(𝑛𝑛)𝑑𝑑(𝑥𝑥)𝕃𝕃𝑛𝑛−1(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝕃𝕃𝑛𝑛−2(𝑥𝑥)                   (3) 

for 𝑛𝑛 ≥ 2 and initial terms 𝕃𝕃0(𝑥𝑥) = 𝑝𝑝0, 𝕃𝕃1(𝑥𝑥) = 𝑎𝑎𝑝𝑝1(𝑥𝑥) where |𝑝𝑝0| = 1 or  2 
and 𝑝𝑝1(𝑥𝑥), 𝑑𝑑(𝑥𝑥) = 𝛼𝛼𝑝𝑝1(𝑥𝑥)  and 𝑔𝑔(𝑥𝑥) are fixed nonzero polynomials in ℚ[𝑥𝑥] 
with 𝛼𝛼 an integer of the form 2/𝑝𝑝0. Then the quadratic equation of the bi-periodic 
generalized Lucas polynomials is 

𝑡𝑡2 − 𝑑𝑑(𝑥𝑥)𝑎𝑎𝑏𝑏𝑡𝑡 − 𝑔𝑔(𝑥𝑥)𝑎𝑎𝑏𝑏 = 0 

and their roots are ℴ(𝑥𝑥) = 𝑑𝑑(𝑥𝑥)𝑎𝑎𝑎𝑎+√𝑑𝑑2(𝑥𝑥)𝑎𝑎2𝑎𝑎2+4𝑔𝑔(𝑥𝑥)𝑎𝑎𝑎𝑎
2   and  𝔡𝔡(𝑥𝑥) =

𝑑𝑑(𝑥𝑥)𝑎𝑎𝑎𝑎−√𝑑𝑑2(𝑥𝑥)𝑎𝑎2𝑎𝑎2+4𝑔𝑔(𝑥𝑥)𝑎𝑎𝑎𝑎
2 .  Also, the roots ℴ(𝑥𝑥) and 𝔡𝔡(𝑥𝑥) provide the following 

relations  
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ℴ(𝑥𝑥) + 𝔡𝔡(𝑥𝑥) = 𝑑𝑑(𝑥𝑥)𝑎𝑎𝑎𝑎                    

                   ℴ(𝑥𝑥) − 𝔡𝔡(𝑥𝑥) = √𝑑𝑑2(𝑥𝑥)𝑎𝑎2𝑎𝑎2 + 4𝑔𝑔(𝑥𝑥)𝑎𝑎𝑎𝑎       
ℴ(𝑥𝑥)𝔡𝔡(𝑥𝑥) = −𝑔𝑔(𝑥𝑥)𝑎𝑎𝑎𝑎           

            𝑑𝑑(𝑥𝑥)ℴ(𝑥𝑥) + 𝑔𝑔(𝑥𝑥) = ℴ2(𝑥𝑥)
𝑎𝑎𝑎𝑎                                             

           𝑑𝑑(𝑥𝑥)𝔡𝔡(𝑥𝑥) + 𝑔𝑔(𝑥𝑥) = 𝔡𝔡2(𝑥𝑥)
𝑎𝑎𝑎𝑎 .                                          

 
2.1. Generating Functions and Binet Formulas of Polynomials 𝕃𝕃𝑛𝑛(𝒙𝒙) 

In this section, we obtain the generating functions and the Binet formulas for 
the sequences of the bi-periodic generalized Lucas polynomials, {𝕃𝕃𝑛𝑛(𝑥𝑥)}𝑛𝑛𝑛𝑛ℕ.  

Let the generating functions of the sequences {𝕃𝕃𝑛𝑛(𝑥𝑥)}𝑛𝑛𝑛𝑛ℕ be 𝐺𝐺𝑛𝑛(𝑥𝑥, 𝑡𝑡) such 
that 

                                                    𝐺𝐺𝑛𝑛(𝑥𝑥, 𝑡𝑡) = ∑ 𝕃𝕃𝑛𝑛(𝑥𝑥)𝑡𝑡𝑛𝑛
∞

𝑛𝑛=0
                                           (4) 

where 𝕃𝕃𝑛𝑛(𝑥𝑥) is the 𝑛𝑛th bi-periodic generalized Lucas polynomial. Some identi-
ties for the even and odd subscript terms in the sequences of the bi-periodic gen-
eralized Lucas polynomials are given in the following lemma used to obtain these 
functions.  

Lemma 2.2. The sequences of the bi-periodic generalized Lucas polynomials, 
{𝕃𝕃𝑛𝑛(𝑥𝑥)}𝑛𝑛𝑛𝑛ℕ satisfy the following identities 

i. 𝕃𝕃2𝑛𝑛(𝑥𝑥) = (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝕃𝕃2𝑛𝑛−2(𝑥𝑥) − 𝑔𝑔2(𝑥𝑥)𝕃𝕃2𝑛𝑛−4(𝑥𝑥) 

ii. 𝕃𝕃2𝑛𝑛+1(𝑥𝑥) = (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝕃𝕃2𝑛𝑛−1(𝑥𝑥) − 𝑔𝑔2(𝑥𝑥)𝕃𝕃2𝑛𝑛−3(𝑥𝑥). 

Proof. Using the equation (2), we have 

i. 𝕃𝕃2𝑛𝑛(𝑥𝑥) = 𝑎𝑎𝑑𝑑(𝑥𝑥)𝕃𝕃2𝑛𝑛−1(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝕃𝕃2𝑛𝑛−2(𝑥𝑥) 

           = 𝑎𝑎𝑑𝑑(𝑥𝑥)(𝑎𝑎𝑑𝑑(𝑥𝑥)𝕃𝕃2𝑛𝑛−2(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝕃𝕃2𝑛𝑛−3(𝑥𝑥)) + 𝑔𝑔(𝑥𝑥)𝕃𝕃2𝑛𝑛−2(𝑥𝑥) 

                     = (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 𝑔𝑔(𝑥𝑥))𝕃𝕃2𝑛𝑛−2(𝑥𝑥) + 𝑎𝑎𝑑𝑑(𝑥𝑥)𝑔𝑔(𝑥𝑥)𝕃𝕃2𝑛𝑛−3(𝑥𝑥) 
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                     = (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 𝑔𝑔(𝑥𝑥))𝕃𝕃2𝑛𝑛−2(𝑥𝑥) + 𝑎𝑎𝑑𝑑(𝑥𝑥)𝑔𝑔(𝑥𝑥)𝕃𝕃2𝑛𝑛−3(𝑥𝑥) 

                     = (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 𝑔𝑔(𝑥𝑥))𝕃𝕃2𝑛𝑛−2(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝕃𝕃2𝑛𝑛−2(𝑥𝑥) − 𝑔𝑔2(𝑥𝑥)𝕃𝕃2𝑛𝑛−4(𝑥𝑥) 

                     = (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝕃𝕃2𝑛𝑛−2(𝑥𝑥) − 𝑔𝑔2(𝑥𝑥)𝕃𝕃2𝑛𝑛−4(𝑥𝑥) 

 

ii. 𝕃𝕃2𝑛𝑛+1(𝑥𝑥) = 𝑎𝑎𝑑𝑑(𝑥𝑥)𝕃𝕃2𝑛𝑛(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝕃𝕃2𝑛𝑛−1(𝑥𝑥) 

                      = 𝑎𝑎𝑑𝑑(𝑥𝑥)(𝑎𝑎𝑑𝑑(𝑥𝑥)𝕃𝕃2𝑛𝑛−1(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝕃𝕃2𝑛𝑛−2(𝑥𝑥)) + 𝑔𝑔(𝑥𝑥)𝕃𝕃2𝑛𝑛−1(𝑥𝑥) 

                      = (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 𝑔𝑔(𝑥𝑥))𝕃𝕃2𝑛𝑛−1(𝑥𝑥) + 𝑎𝑎𝑑𝑑(𝑥𝑥)𝑔𝑔(𝑥𝑥)𝕃𝕃2𝑛𝑛−2(𝑥𝑥) 

                      = (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 𝑔𝑔(𝑥𝑥))𝕃𝕃2𝑛𝑛−1(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝕃𝕃2𝑛𝑛−1(𝑥𝑥) − 𝑔𝑔2(𝑥𝑥)𝕃𝕃2𝑛𝑛−3(𝑥𝑥) 

                      = (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝕃𝕃2𝑛𝑛−1(𝑥𝑥) − 𝑔𝑔2(𝑥𝑥)𝕃𝕃2𝑛𝑛−3(𝑥𝑥) 

and theorem is proved. 

Using the Lemma 2.2, the generating functions for the sequences of the bi-
periodic generalized Lucas polynomials are given in the following Theorem. 

Theorem 2.3. The generating functions for the sequences of the bi-periodic 
generalized Lucas polynomials are 

𝐺𝐺𝑛𝑛(𝑥𝑥, 𝑡𝑡) = 𝑝𝑝0 + 𝑎𝑎𝑝𝑝1(𝑥𝑥)𝑡𝑡 − (𝑎𝑎𝑎𝑎𝑑𝑑(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝑝𝑝0)𝑡𝑡2 + (𝑎𝑎𝑔𝑔(𝑥𝑥)𝑝𝑝1(𝑥𝑥))𝑡𝑡3

1 − (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝑡𝑡2 + 𝑔𝑔2(𝑥𝑥)𝑡𝑡4  . 

Proof. Using equation (4), we get   

𝐺𝐺𝑛𝑛(𝑥𝑥, 𝑡𝑡) = ∑ 𝕃𝕃𝑛𝑛(𝑥𝑥)𝑡𝑡𝑛𝑛
∞

𝑛𝑛=0
 

                = 𝕃𝕃0(𝑥𝑥) + 𝕃𝕃1(𝑥𝑥)𝑡𝑡 + 𝕃𝕃2(𝑥𝑥)𝑡𝑡2 + ⋯ + 𝕃𝕃𝑛𝑛(𝑥𝑥)𝑡𝑡𝑛𝑛 + ⋯ 

Let generating functions 𝐺𝐺𝑛𝑛(𝑥𝑥, 𝑡𝑡) be the sum of the even subscript and odd 
subscript terms separately. Then  

                                        𝐺𝐺𝑛𝑛(𝑥𝑥, 𝑡𝑡) = 𝐺𝐺𝑛𝑛
Ç(𝑥𝑥, 𝑡𝑡) + 𝐺𝐺𝑛𝑛

𝑇𝑇(𝑥𝑥, 𝑡𝑡)                                     (5) 

where 𝐺𝐺𝑛𝑛
Ç(𝑥𝑥, 𝑡𝑡) is the sum of the even subscript terms and 𝐺𝐺𝑛𝑛

𝑇𝑇(𝑥𝑥, 𝑡𝑡) is the sum of 
the odd subscript terms. Therefore, 

                                𝐺𝐺𝑛𝑛
Ç(𝑥𝑥, 𝑡𝑡) = 𝕃𝕃0(𝑥𝑥) + 𝕃𝕃2(𝑥𝑥)𝑡𝑡2 + ∑ 𝕃𝕃2𝑖𝑖(𝑥𝑥)𝑡𝑡2𝑖𝑖

∞

𝑖𝑖=2
.                       (6) 
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If both sides of equation (6) are multiplied by −(𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝑡𝑡2  and 
𝑔𝑔2(𝑥𝑥)𝑡𝑡4, then we get 

  −(𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝑡𝑡2𝐺𝐺𝑛𝑛
Ç(𝑥𝑥, 𝑡𝑡) = −(𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥)) ∑ 𝕃𝕃2𝑖𝑖(𝑥𝑥)𝑡𝑡2𝑖𝑖+2

∞

𝑖𝑖=0
       (7) 

and 

                                 𝑔𝑔2(𝑥𝑥)𝑡𝑡4𝐺𝐺𝑛𝑛
Ç(𝑥𝑥, 𝑡𝑡) = 𝑔𝑔2(𝑥𝑥) ∑ 𝕃𝕃2𝑖𝑖(𝑥𝑥)𝑡𝑡2𝑖𝑖+4

∞

𝑖𝑖=0
.                           (8) 

From the equations (6), (7) and (8), we obtain 

(1 − (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝑡𝑡2 + 𝑔𝑔2(𝑥𝑥)𝑡𝑡4)𝐺𝐺𝑛𝑛
Ç(𝑥𝑥, 𝑡𝑡) 

             = 𝕃𝕃0(𝑥𝑥) + 𝕃𝕃2(𝑥𝑥)𝑡𝑡2 + ∑ 𝕃𝕃2𝑖𝑖(𝑥𝑥)𝑡𝑡2𝑖𝑖
∞

𝑖𝑖=2
− (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝕃𝕃0(𝑥𝑥) 𝑡𝑡2 

           −(𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥)) ∑ 𝕃𝕃2𝑖𝑖(𝑥𝑥)𝑡𝑡2𝑖𝑖+2
∞

𝑖𝑖=1
+ 𝑔𝑔2(𝑥𝑥) ∑ 𝕃𝕃2𝑖𝑖(𝑥𝑥)𝑡𝑡2𝑖𝑖+4

∞

𝑖𝑖=0
 

                = 𝑝𝑝0 + (𝑎𝑎𝑎𝑎𝑑𝑑(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝑝𝑝0)𝑡𝑡2 + ∑ 𝕃𝕃2𝑖𝑖(𝑥𝑥)𝑡𝑡2𝑖𝑖
∞

𝑖𝑖=2
  

                 −(𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝑝𝑝0 𝑡𝑡2 − (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥)) ∑ 𝕃𝕃2𝑖𝑖−2(𝑥𝑥)𝑡𝑡2𝑖𝑖
∞

𝑖𝑖=2
 

                   +𝑔𝑔2(𝑥𝑥) ∑ 𝕃𝕃2𝑖𝑖−4(𝑥𝑥)𝑡𝑡2𝑖𝑖
∞

𝑖𝑖=2
 

                = 𝑝𝑝0 − (𝑎𝑎𝑎𝑎𝑑𝑑(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝑝𝑝0)𝑡𝑡2 

                + ∑(𝕃𝕃2𝑖𝑖(𝑥𝑥)
∞

𝑖𝑖=2
− (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝕃𝕃2𝑖𝑖−2(𝑥𝑥)+𝑔𝑔2(𝑥𝑥)𝕃𝕃2𝑖𝑖−4(𝑥𝑥))𝑡𝑡2𝑖𝑖. 

Using Lemma 2.2, i., the generating functions for even subscript terms in the 
sequences of the bi-periodic generalized Lucas polynomials are obtained as  
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If both sides of equation (6) are multiplied by −(𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝑡𝑡2  and 
𝑔𝑔2(𝑥𝑥)𝑡𝑡4, then we get 

  −(𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝑡𝑡2𝐺𝐺𝑛𝑛
Ç(𝑥𝑥, 𝑡𝑡) = −(𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥)) ∑ 𝕃𝕃2𝑖𝑖(𝑥𝑥)𝑡𝑡2𝑖𝑖+2

∞

𝑖𝑖=0
       (7) 

and 

                                 𝑔𝑔2(𝑥𝑥)𝑡𝑡4𝐺𝐺𝑛𝑛
Ç(𝑥𝑥, 𝑡𝑡) = 𝑔𝑔2(𝑥𝑥) ∑ 𝕃𝕃2𝑖𝑖(𝑥𝑥)𝑡𝑡2𝑖𝑖+4

∞

𝑖𝑖=0
.                           (8) 

From the equations (6), (7) and (8), we obtain 

(1 − (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝑡𝑡2 + 𝑔𝑔2(𝑥𝑥)𝑡𝑡4)𝐺𝐺𝑛𝑛
Ç(𝑥𝑥, 𝑡𝑡) 

             = 𝕃𝕃0(𝑥𝑥) + 𝕃𝕃2(𝑥𝑥)𝑡𝑡2 + ∑ 𝕃𝕃2𝑖𝑖(𝑥𝑥)𝑡𝑡2𝑖𝑖
∞

𝑖𝑖=2
− (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝕃𝕃0(𝑥𝑥) 𝑡𝑡2 

           −(𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥)) ∑ 𝕃𝕃2𝑖𝑖(𝑥𝑥)𝑡𝑡2𝑖𝑖+2
∞

𝑖𝑖=1
+ 𝑔𝑔2(𝑥𝑥) ∑ 𝕃𝕃2𝑖𝑖(𝑥𝑥)𝑡𝑡2𝑖𝑖+4

∞

𝑖𝑖=0
 

                = 𝑝𝑝0 + (𝑎𝑎𝑎𝑎𝑑𝑑(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝑝𝑝0)𝑡𝑡2 + ∑ 𝕃𝕃2𝑖𝑖(𝑥𝑥)𝑡𝑡2𝑖𝑖
∞

𝑖𝑖=2
  

                 −(𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝑝𝑝0 𝑡𝑡2 − (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥)) ∑ 𝕃𝕃2𝑖𝑖−2(𝑥𝑥)𝑡𝑡2𝑖𝑖
∞

𝑖𝑖=2
 

                   +𝑔𝑔2(𝑥𝑥) ∑ 𝕃𝕃2𝑖𝑖−4(𝑥𝑥)𝑡𝑡2𝑖𝑖
∞

𝑖𝑖=2
 

                = 𝑝𝑝0 − (𝑎𝑎𝑎𝑎𝑑𝑑(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝑝𝑝0)𝑡𝑡2 

                + ∑(𝕃𝕃2𝑖𝑖(𝑥𝑥)
∞

𝑖𝑖=2
− (𝑎𝑎𝑎𝑎𝑑𝑑2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝕃𝕃2𝑖𝑖−2(𝑥𝑥)+𝑔𝑔2(𝑥𝑥)𝕃𝕃2𝑖𝑖−4(𝑥𝑥))𝑡𝑡2𝑖𝑖. 

Using Lemma 2.2, i., the generating functions for even subscript terms in the 
sequences of the bi-periodic generalized Lucas polynomials are obtained as  

𝐺𝐺𝑛𝑛
Ç(𝑥𝑥, 𝑡𝑡) = 𝑝𝑝0 − (𝑎𝑎𝑎𝑎𝑎𝑎(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝑝𝑝0)𝑡𝑡2

1 − (𝑎𝑎𝑎𝑎𝑎𝑎2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝑡𝑡2 + 𝑔𝑔2(𝑥𝑥)𝑡𝑡4 . 

Now let consider the sum of the odd subscript terms in the generating func-
tions.  Therefore, 

                       𝐺𝐺𝑛𝑛
𝑇𝑇(𝑥𝑥, 𝑡𝑡) = 𝕃𝕃1(𝑥𝑥)𝑡𝑡 + 𝕃𝕃3(𝑥𝑥)𝑡𝑡3 + ∑ 𝕃𝕃2𝑖𝑖+1(𝑥𝑥)𝑡𝑡2𝑖𝑖+1

∞

𝑖𝑖=2
.                     (9) 

If both sides of equation (9) are multiplied by  −(𝑎𝑎𝑎𝑎𝑎𝑎2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝑡𝑡2  and 
𝑔𝑔2(𝑥𝑥)𝑡𝑡4, then we get 

    −(𝑎𝑎𝑎𝑎𝑎𝑎2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝑡𝑡2𝐺𝐺𝑛𝑛
𝑇𝑇(𝑥𝑥, 𝑡𝑡) = −(𝑎𝑎𝑎𝑎𝑎𝑎2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥)) ∑ 𝕃𝕃2𝑖𝑖+1(𝑥𝑥)𝑡𝑡2𝑖𝑖+3

∞

𝑖𝑖=0
      (10) 

and 

                               𝑔𝑔2(𝑥𝑥)𝑡𝑡4𝐺𝐺𝑛𝑛
𝑇𝑇(𝑥𝑥, 𝑡𝑡) = 𝑔𝑔2(𝑥𝑥) ∑ 𝕃𝕃2𝑖𝑖+1(𝑥𝑥)𝑡𝑡2𝑖𝑖+5

∞

𝑖𝑖=0
.                      (11) 

From the equations (9), (10) and (11), we obtain 

(1 − (𝑎𝑎𝑎𝑎𝑎𝑎2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝑡𝑡2 + 𝑔𝑔2(𝑥𝑥)𝑡𝑡4)𝐺𝐺𝑛𝑛
𝑇𝑇(𝑥𝑥, 𝑡𝑡) 

    = 𝕃𝕃1(𝑥𝑥)𝑡𝑡 + 𝕃𝕃3(𝑥𝑥)𝑡𝑡3 + ∑ 𝕃𝕃2𝑖𝑖+1(𝑥𝑥)𝑡𝑡2𝑖𝑖+1
∞

𝑖𝑖=2
− (𝑎𝑎𝑎𝑎𝑎𝑎2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝕃𝕃1(𝑥𝑥)𝑡𝑡3 

       −(𝑎𝑎𝑎𝑎𝑎𝑎2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥)) ∑ 𝕃𝕃2𝑖𝑖+1(𝑥𝑥)𝑡𝑡2𝑖𝑖+3
∞

𝑖𝑖=1
+ 𝑔𝑔2(𝑥𝑥) ∑ 𝕃𝕃2𝑖𝑖+1(𝑥𝑥)𝑡𝑡2𝑖𝑖+5

∞

𝑖𝑖=0
 

   = 𝑎𝑎𝑝𝑝1(𝑥𝑥) + (𝑎𝑎2𝑎𝑎𝑎𝑎2(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 𝑎𝑎𝑎𝑎(𝑥𝑥)𝑔𝑔(𝑥𝑥)𝑝𝑝0 + 𝑎𝑎𝑔𝑔(𝑥𝑥)𝑝𝑝1(𝑥𝑥))𝑡𝑡3 

       + ∑ 𝕃𝕃2𝑖𝑖+1(𝑥𝑥)𝑡𝑡2𝑖𝑖+1
∞

𝑖𝑖=2
− (𝑎𝑎𝑎𝑎𝑎𝑎2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥))𝑎𝑎𝑝𝑝1(𝑥𝑥)𝑡𝑡3 

       −(𝑎𝑎𝑎𝑎𝑎𝑎2(𝑥𝑥) + 2𝑔𝑔(𝑥𝑥)) ∑ 𝕃𝕃2𝑖𝑖−1(𝑥𝑥)𝑡𝑡2𝑖𝑖+1
∞

𝑖𝑖=2
 + 𝑔𝑔2(𝑥𝑥) ∑ 𝕃𝕃2𝑖𝑖−3(𝑥𝑥)𝑡𝑡2𝑖𝑖+1

∞

𝑖𝑖=2
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    = 𝑎𝑎𝑝𝑝1(𝑥𝑥)𝑡𝑡 + (𝑎𝑎2𝑏𝑏𝑑𝑑2(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 3𝑎𝑎𝑎𝑎(𝑥𝑥)𝑝𝑝1(𝑥𝑥))𝑡𝑡3 

       −(𝑎𝑎𝑏𝑏𝑑𝑑2(𝑥𝑥) + 2𝑎𝑎(𝑥𝑥))𝑎𝑎𝑝𝑝1(𝑥𝑥)𝑡𝑡3 

   + ∑(𝕃𝕃2𝑖𝑖+1(𝑥𝑥)
∞

𝑖𝑖=2
− (𝑎𝑎𝑏𝑏𝑑𝑑2(𝑥𝑥) + 2𝑎𝑎(𝑥𝑥))𝕃𝕃2𝑖𝑖−1(𝑥𝑥)+𝑎𝑎2(𝑥𝑥)𝕃𝕃2𝑖𝑖−3(𝑥𝑥))𝑡𝑡2𝑖𝑖+1.  

Using Lemma 2.2, ii., the generating functions for odd subscript terms in the 
sequences of the bi-periodic generalized Lucas polynomials are obtained as  

𝐺𝐺𝑛𝑛
𝑇𝑇(𝑥𝑥, 𝑡𝑡) = 𝑎𝑎𝑝𝑝1(𝑥𝑥)𝑡𝑡 + (𝑎𝑎𝑎𝑎(𝑥𝑥)𝑝𝑝1(𝑥𝑥))𝑡𝑡3

1 − (𝑎𝑎𝑏𝑏𝑑𝑑2(𝑥𝑥) + 2𝑎𝑎(𝑥𝑥))𝑡𝑡2 + 𝑎𝑎2(𝑥𝑥)𝑡𝑡4 . 

From equation (5), the generating functions for the sequences of the bi-peri-
odic generalized Lucas polynomials are 

𝐺𝐺𝑛𝑛(𝑥𝑥, 𝑡𝑡) = 𝑝𝑝0 + 𝑎𝑎𝑝𝑝1(𝑥𝑥)𝑡𝑡 − (𝑎𝑎𝑏𝑏𝑑𝑑(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 𝑎𝑎(𝑥𝑥)𝑝𝑝0)𝑡𝑡2 + (𝑎𝑎𝑎𝑎(𝑥𝑥)𝑝𝑝1(𝑥𝑥))𝑡𝑡3

1 − (𝑎𝑎𝑏𝑏𝑑𝑑2(𝑥𝑥) + 2𝑎𝑎(𝑥𝑥))𝑡𝑡2 + 𝑎𝑎2(𝑥𝑥)𝑡𝑡4   

and theorem is proved. 

Now we give Binet formulas that allow us to calculate the 𝑛𝑛th terms of se-
quences {𝕃𝕃𝑛𝑛(𝑥𝑥)}𝑛𝑛𝑛𝑛ℕ in the following theorem. 

Theorem 2.4. The Binet formula for the 𝑛𝑛th bi-periodic generalized Lucas 
polynomial is given by 

𝕃𝕃𝑛𝑛(𝑥𝑥) = ( 𝑎𝑎𝜉𝜉(𝑛𝑛)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+1
2 ⌋

) ℴ𝑛𝑛(𝑥𝑥) + 𝔡𝔡𝑛𝑛(𝑥𝑥)
𝛼𝛼  

where 𝜉𝜉(𝑛𝑛) = 𝑛𝑛 − 2 [𝑛𝑛
2] and ℴ(𝑥𝑥) = 𝑑𝑑(𝑥𝑥)𝑎𝑎𝑎𝑎+√𝑑𝑑2(𝑥𝑥)𝑎𝑎2𝑎𝑎2+4𝑔𝑔(𝑥𝑥)𝑎𝑎𝑎𝑎

2 , 𝔡𝔡(𝑥𝑥) =
𝑑𝑑(𝑥𝑥)𝑎𝑎𝑎𝑎−√𝑑𝑑2(𝑥𝑥)𝑎𝑎2𝑎𝑎2+4𝑔𝑔(𝑥𝑥)𝑎𝑎𝑎𝑎

2  . 

Proof. By induction method on 𝑛𝑛. The result is clearly true for 𝑛𝑛 =
 0,1. Suppose that result is true for 𝑛𝑛 ∈ ℕ, namely  

𝕃𝕃𝑛𝑛(𝑥𝑥) = ( 𝑎𝑎𝜉𝜉(𝑛𝑛)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+1
2 ⌋

) ℴ𝑛𝑛(𝑥𝑥) + 𝔡𝔡𝑛𝑛(𝑥𝑥)
𝛼𝛼  . 
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    = 𝑎𝑎𝑝𝑝1(𝑥𝑥)𝑡𝑡 + (𝑎𝑎2𝑏𝑏𝑑𝑑2(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 3𝑎𝑎𝑎𝑎(𝑥𝑥)𝑝𝑝1(𝑥𝑥))𝑡𝑡3 

       −(𝑎𝑎𝑏𝑏𝑑𝑑2(𝑥𝑥) + 2𝑎𝑎(𝑥𝑥))𝑎𝑎𝑝𝑝1(𝑥𝑥)𝑡𝑡3 

   + ∑(𝕃𝕃2𝑖𝑖+1(𝑥𝑥)
∞

𝑖𝑖=2
− (𝑎𝑎𝑏𝑏𝑑𝑑2(𝑥𝑥) + 2𝑎𝑎(𝑥𝑥))𝕃𝕃2𝑖𝑖−1(𝑥𝑥)+𝑎𝑎2(𝑥𝑥)𝕃𝕃2𝑖𝑖−3(𝑥𝑥))𝑡𝑡2𝑖𝑖+1.  

Using Lemma 2.2, ii., the generating functions for odd subscript terms in the 
sequences of the bi-periodic generalized Lucas polynomials are obtained as  

𝐺𝐺𝑛𝑛
𝑇𝑇(𝑥𝑥, 𝑡𝑡) = 𝑎𝑎𝑝𝑝1(𝑥𝑥)𝑡𝑡 + (𝑎𝑎𝑎𝑎(𝑥𝑥)𝑝𝑝1(𝑥𝑥))𝑡𝑡3

1 − (𝑎𝑎𝑏𝑏𝑑𝑑2(𝑥𝑥) + 2𝑎𝑎(𝑥𝑥))𝑡𝑡2 + 𝑎𝑎2(𝑥𝑥)𝑡𝑡4 . 

From equation (5), the generating functions for the sequences of the bi-peri-
odic generalized Lucas polynomials are 

𝐺𝐺𝑛𝑛(𝑥𝑥, 𝑡𝑡) = 𝑝𝑝0 + 𝑎𝑎𝑝𝑝1(𝑥𝑥)𝑡𝑡 − (𝑎𝑎𝑏𝑏𝑑𝑑(𝑥𝑥)𝑝𝑝1(𝑥𝑥) + 𝑎𝑎(𝑥𝑥)𝑝𝑝0)𝑡𝑡2 + (𝑎𝑎𝑎𝑎(𝑥𝑥)𝑝𝑝1(𝑥𝑥))𝑡𝑡3

1 − (𝑎𝑎𝑏𝑏𝑑𝑑2(𝑥𝑥) + 2𝑎𝑎(𝑥𝑥))𝑡𝑡2 + 𝑎𝑎2(𝑥𝑥)𝑡𝑡4   

and theorem is proved. 

Now we give Binet formulas that allow us to calculate the 𝑛𝑛th terms of se-
quences {𝕃𝕃𝑛𝑛(𝑥𝑥)}𝑛𝑛𝑛𝑛ℕ in the following theorem. 

Theorem 2.4. The Binet formula for the 𝑛𝑛th bi-periodic generalized Lucas 
polynomial is given by 

𝕃𝕃𝑛𝑛(𝑥𝑥) = ( 𝑎𝑎𝜉𝜉(𝑛𝑛)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+1
2 ⌋

) ℴ𝑛𝑛(𝑥𝑥) + 𝔡𝔡𝑛𝑛(𝑥𝑥)
𝛼𝛼  

where 𝜉𝜉(𝑛𝑛) = 𝑛𝑛 − 2 [𝑛𝑛
2] and ℴ(𝑥𝑥) = 𝑑𝑑(𝑥𝑥)𝑎𝑎𝑎𝑎+√𝑑𝑑2(𝑥𝑥)𝑎𝑎2𝑎𝑎2+4𝑔𝑔(𝑥𝑥)𝑎𝑎𝑎𝑎

2 , 𝔡𝔡(𝑥𝑥) =
𝑑𝑑(𝑥𝑥)𝑎𝑎𝑎𝑎−√𝑑𝑑2(𝑥𝑥)𝑎𝑎2𝑎𝑎2+4𝑔𝑔(𝑥𝑥)𝑎𝑎𝑎𝑎

2  . 

Proof. By induction method on 𝑛𝑛. The result is clearly true for 𝑛𝑛 =
 0,1. Suppose that result is true for 𝑛𝑛 ∈ ℕ, namely  

𝕃𝕃𝑛𝑛(𝑥𝑥) = ( 𝑎𝑎𝜉𝜉(𝑛𝑛)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+1
2 ⌋

) ℴ𝑛𝑛(𝑥𝑥) + 𝔡𝔡𝑛𝑛(𝑥𝑥)
𝛼𝛼  . 

Using equation (3) and the hypothesis of induction, we shall show that 
result is true for 𝑛𝑛 + 1. Then, we have  

𝕃𝕃𝑛𝑛+1(𝑥𝑥) = 𝑎𝑎𝜉𝜉(𝑛𝑛+1)𝑏𝑏1−𝜉𝜉(𝑛𝑛+1)𝑑𝑑(𝑥𝑥)𝕃𝕃𝑛𝑛(𝑥𝑥) + 𝑔𝑔(𝑥𝑥)𝕃𝕃𝑛𝑛−1(𝑥𝑥) 

                 = 𝑎𝑎𝜉𝜉(𝑛𝑛+1)𝑏𝑏1−𝜉𝜉(𝑛𝑛+1)𝑑𝑑(𝑥𝑥) (( 𝑎𝑎𝜉𝜉(𝑛𝑛)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+1
2 ⌋

) ℴ𝑛𝑛(𝑥𝑥) + 𝔡𝔡𝑛𝑛(𝑥𝑥)
𝛼𝛼 ) 

                    +𝑔𝑔(𝑥𝑥) ((𝑎𝑎𝜉𝜉(𝑛𝑛−1)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛
2⌋

) ℴ𝑛𝑛−1(𝑥𝑥) + 𝔡𝔡𝑛𝑛−1(𝑥𝑥)
𝛼𝛼 ) 

                 = 𝑎𝑎𝜉𝜉(𝑛𝑛+1)ℴ𝑛𝑛−1(𝑥𝑥)
𝛼𝛼 (𝑎𝑎𝜉𝜉(𝑛𝑛)𝑏𝑏1−𝜉𝜉(𝑛𝑛+1)𝑑𝑑(𝑥𝑥)ℴ(𝑥𝑥)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+1
2 ⌋

+ 𝑎𝑎𝜉𝜉(𝑛𝑛−1)𝑔𝑔(𝑥𝑥)

𝑎𝑎𝜉𝜉(𝑛𝑛+1)(𝑎𝑎𝑏𝑏)⌊𝑛𝑛
2⌋

) 

                    + 𝑎𝑎𝜉𝜉(𝑛𝑛+1)𝔡𝔡𝑛𝑛−1(𝑥𝑥)
𝛼𝛼 (𝑎𝑎𝜉𝜉(𝑛𝑛)𝑏𝑏1−𝜉𝜉(𝑛𝑛+1)𝑑𝑑(𝑥𝑥)𝔡𝔡(𝑥𝑥)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+1
2 ⌋

+ 𝑎𝑎𝜉𝜉(𝑛𝑛−1)𝑔𝑔(𝑥𝑥)

𝑎𝑎𝜉𝜉(𝑛𝑛+1)(𝑎𝑎𝑏𝑏)⌊𝑛𝑛
2⌋

) 

                 = 𝑎𝑎𝜉𝜉(𝑛𝑛+1)ℴ𝑛𝑛−1(𝑥𝑥)
𝛼𝛼 ( 𝑎𝑎𝑏𝑏𝑑𝑑(𝑥𝑥)ℴ(𝑥𝑥)

𝑎𝑎1−𝜉𝜉(𝑛𝑛)𝑏𝑏𝜉𝜉(𝑛𝑛+1)(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+1
2 ⌋

+ 𝑎𝑎𝑏𝑏𝑔𝑔(𝑥𝑥)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛
2⌋+1

) 

                    + 𝑎𝑎𝜉𝜉(𝑛𝑛+1)𝔡𝔡𝑛𝑛−1(𝑥𝑥)
𝛼𝛼 ( 𝑎𝑎𝑏𝑏𝑑𝑑(𝑥𝑥)𝔡𝔡(𝑥𝑥)

𝑎𝑎1−𝜉𝜉(𝑛𝑛)𝑏𝑏𝜉𝜉(𝑛𝑛+1)(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+1
2 ⌋

+ 𝑎𝑎𝑏𝑏𝑔𝑔(𝑥𝑥)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛
2⌋+1

) 

                 = 𝑎𝑎𝜉𝜉(𝑛𝑛+1)ℴ𝑛𝑛−1(𝑥𝑥)
𝛼𝛼 (𝑎𝑎𝑏𝑏(𝑑𝑑(𝑥𝑥)ℴ(𝑥𝑥) + 𝑔𝑔(𝑥𝑥))

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+2
2 ⌋

) 

                    + 𝑎𝑎𝜉𝜉(𝑛𝑛+1)𝔡𝔡𝑛𝑛−1(𝑥𝑥)
𝛼𝛼 (𝑎𝑎𝑏𝑏(𝑑𝑑(𝑥𝑥)𝔡𝔡(𝑥𝑥) + 𝑔𝑔(𝑥𝑥))

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+2
2 ⌋

) 

                 = 𝑎𝑎𝜉𝜉(𝑛𝑛+1)ℴ𝑛𝑛−1(𝑥𝑥)
𝛼𝛼 ( ℴ2(𝑥𝑥)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+2
2 ⌋

) + 𝑎𝑎𝜉𝜉(𝑛𝑛+1)𝔡𝔡𝑛𝑛−1(𝑥𝑥)
𝛼𝛼 ( 𝔡𝔡2(𝑥𝑥)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+2
2 ⌋

) 
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                 = ( 𝑎𝑎𝜉𝜉(𝑛𝑛+1)

(𝑎𝑎𝑎𝑎)⌊𝑛𝑛+2
2 ⌋

) ℴ𝑛𝑛(𝑥𝑥) + 𝔡𝔡𝑛𝑛(𝑥𝑥)
𝛼𝛼  

where 𝑑𝑑(𝑥𝑥)ℴ(𝑥𝑥) + 𝑔𝑔(𝑥𝑥) = ℴ2(𝑥𝑥)
𝑎𝑎𝑎𝑎  and 𝑑𝑑(𝑥𝑥)𝔡𝔡(𝑥𝑥) + 𝑔𝑔(𝑥𝑥) = 𝔡𝔡2(𝑥𝑥)

𝑎𝑎𝑎𝑎 . Thus, the proof 
is completed. 

2.2. Identities for Polynomials 𝕃𝕃𝒏𝒏(𝒙𝒙) 

Theorem 2.5. Negative subscript terms in the sequences of the bi-periodic 
generalized Lucas polynomials are given by 

𝕃𝕃−𝑛𝑛(𝑥𝑥) = (−𝑔𝑔(𝑥𝑥))−𝑛𝑛𝕃𝕃𝑛𝑛(𝑥𝑥). 

Proof. Using Binet formula for the 𝑛𝑛th bi-periodic generalized Lucas polyno-
mial given in Theorem 2.4, we have 

𝕃𝕃−𝑛𝑛(𝑥𝑥) = ( 𝑎𝑎𝜉𝜉(−𝑛𝑛)

(𝑎𝑎𝑎𝑎)⌊−𝑛𝑛+1
2 ⌋

) ℴ−𝑛𝑛(𝑥𝑥) + 𝔡𝔡−𝑛𝑛(𝑥𝑥)
𝛼𝛼  

               =  ( 𝑎𝑎𝜉𝜉(−𝑛𝑛)

(𝑎𝑎𝑎𝑎)⌊−𝑛𝑛+1
2 ⌋

) ℴ𝑛𝑛(𝑥𝑥) + 𝔡𝔡𝑛𝑛(𝑥𝑥)
(−𝑔𝑔(𝑥𝑥)𝑎𝑎𝑎𝑎)𝑛𝑛𝛼𝛼  

               = (−𝑔𝑔(𝑥𝑥))−𝑛𝑛 ( 𝑎𝑎𝜉𝜉(𝑛𝑛)

(𝑎𝑎𝑎𝑎)⌊𝑛𝑛+1
2 ⌋

) ℴ𝑛𝑛(𝑥𝑥) + 𝔡𝔡𝑛𝑛(𝑥𝑥)
𝛼𝛼  

               = (−𝑔𝑔(𝑥𝑥))−𝑛𝑛𝕃𝕃𝑛𝑛(𝑥𝑥) 

where ℴ(𝑥𝑥)𝔡𝔡(𝑥𝑥) = −𝑔𝑔(𝑥𝑥)𝑎𝑎𝑎𝑎. Thus, the proof is completed. 

Theorem 2.6. The limit of the ratio of consecutive terms in the sequences of 
the bi-periodic generalized Lucas polynomials is  

i.  𝑙𝑙𝑙𝑙𝑙𝑙
𝑛𝑛→∞

𝕃𝕃2𝑛𝑛+1(𝑥𝑥)
𝕃𝕃2𝑛𝑛(𝑥𝑥) = ℴ(𝑥𝑥)

𝑎𝑎         

ii. 𝑙𝑙𝑙𝑙𝑙𝑙
𝑛𝑛→∞

𝕃𝕃2𝑛𝑛(𝑥𝑥)
𝕃𝕃2𝑛𝑛−1(𝑥𝑥) = ℴ(𝑥𝑥)

𝑎𝑎  

where 𝕃𝕃𝑛𝑛(𝑥𝑥) is the 𝑛𝑛th bi-periodic generalized Lucas polynomial. 
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                 = ( 𝑎𝑎𝜉𝜉(𝑛𝑛+1)

(𝑎𝑎𝑎𝑎)⌊𝑛𝑛+2
2 ⌋

) ℴ𝑛𝑛(𝑥𝑥) + 𝔡𝔡𝑛𝑛(𝑥𝑥)
𝛼𝛼  

where 𝑑𝑑(𝑥𝑥)ℴ(𝑥𝑥) + 𝑔𝑔(𝑥𝑥) = ℴ2(𝑥𝑥)
𝑎𝑎𝑎𝑎  and 𝑑𝑑(𝑥𝑥)𝔡𝔡(𝑥𝑥) + 𝑔𝑔(𝑥𝑥) = 𝔡𝔡2(𝑥𝑥)

𝑎𝑎𝑎𝑎 . Thus, the proof 
is completed. 

2.2. Identities for Polynomials 𝕃𝕃𝒏𝒏(𝒙𝒙) 

Theorem 2.5. Negative subscript terms in the sequences of the bi-periodic 
generalized Lucas polynomials are given by 

𝕃𝕃−𝑛𝑛(𝑥𝑥) = (−𝑔𝑔(𝑥𝑥))−𝑛𝑛𝕃𝕃𝑛𝑛(𝑥𝑥). 

Proof. Using Binet formula for the 𝑛𝑛th bi-periodic generalized Lucas polyno-
mial given in Theorem 2.4, we have 

𝕃𝕃−𝑛𝑛(𝑥𝑥) = ( 𝑎𝑎𝜉𝜉(−𝑛𝑛)

(𝑎𝑎𝑎𝑎)⌊−𝑛𝑛+1
2 ⌋

) ℴ−𝑛𝑛(𝑥𝑥) + 𝔡𝔡−𝑛𝑛(𝑥𝑥)
𝛼𝛼  

               =  ( 𝑎𝑎𝜉𝜉(−𝑛𝑛)

(𝑎𝑎𝑎𝑎)⌊−𝑛𝑛+1
2 ⌋

) ℴ𝑛𝑛(𝑥𝑥) + 𝔡𝔡𝑛𝑛(𝑥𝑥)
(−𝑔𝑔(𝑥𝑥)𝑎𝑎𝑎𝑎)𝑛𝑛𝛼𝛼  

               = (−𝑔𝑔(𝑥𝑥))−𝑛𝑛 ( 𝑎𝑎𝜉𝜉(𝑛𝑛)

(𝑎𝑎𝑎𝑎)⌊𝑛𝑛+1
2 ⌋

) ℴ𝑛𝑛(𝑥𝑥) + 𝔡𝔡𝑛𝑛(𝑥𝑥)
𝛼𝛼  

               = (−𝑔𝑔(𝑥𝑥))−𝑛𝑛𝕃𝕃𝑛𝑛(𝑥𝑥) 

where ℴ(𝑥𝑥)𝔡𝔡(𝑥𝑥) = −𝑔𝑔(𝑥𝑥)𝑎𝑎𝑎𝑎. Thus, the proof is completed. 

Theorem 2.6. The limit of the ratio of consecutive terms in the sequences of 
the bi-periodic generalized Lucas polynomials is  

i.  𝑙𝑙𝑙𝑙𝑙𝑙
𝑛𝑛→∞

𝕃𝕃2𝑛𝑛+1(𝑥𝑥)
𝕃𝕃2𝑛𝑛(𝑥𝑥) = ℴ(𝑥𝑥)

𝑎𝑎         

ii. 𝑙𝑙𝑙𝑙𝑙𝑙
𝑛𝑛→∞

𝕃𝕃2𝑛𝑛(𝑥𝑥)
𝕃𝕃2𝑛𝑛−1(𝑥𝑥) = ℴ(𝑥𝑥)

𝑎𝑎  

where 𝕃𝕃𝑛𝑛(𝑥𝑥) is the 𝑛𝑛th bi-periodic generalized Lucas polynomial. 

Proof. Using Binet formula for the 𝑛𝑛th bi-periodic generalized Lucas polyno-
mial given in Theorem 2.4, we have  

 

       𝐢𝐢.             𝑙𝑙𝑙𝑙𝑙𝑙
𝑛𝑛→∞

𝕃𝕃2𝑛𝑛+1(𝑥𝑥)
𝕃𝕃2𝑛𝑛(𝑥𝑥) = 𝑙𝑙𝑙𝑙𝑙𝑙

𝑛𝑛→∞

( 𝑎𝑎𝜉𝜉(2𝑛𝑛+1)

(𝑎𝑎𝑎𝑎)⌊2𝑛𝑛+2
2 ⌋

) (ℴ2𝑛𝑛+1(𝑥𝑥) + 𝔡𝔡2𝑛𝑛+1(𝑥𝑥)
𝛼𝛼 )

( 𝑎𝑎𝜉𝜉(2𝑛𝑛)

(𝑎𝑎𝑎𝑎)⌊2𝑛𝑛+1
2 ⌋

) (ℴ2𝑛𝑛(𝑥𝑥) + 𝔡𝔡2𝑛𝑛(𝑥𝑥)
𝛼𝛼 )

 

                                = 𝑙𝑙𝑙𝑙𝑙𝑙
𝑛𝑛→∞

𝑎𝑎
(𝑎𝑎𝑎𝑎)𝑛𝑛+1 (ℴ2𝑛𝑛+1(𝑥𝑥) + 𝔡𝔡2𝑛𝑛+1(𝑥𝑥))

1
(𝑎𝑎𝑎𝑎)𝑛𝑛 (ℴ2𝑛𝑛(𝑥𝑥) + 𝔡𝔡2𝑛𝑛(𝑥𝑥))

  

                                 = 𝑙𝑙𝑙𝑙𝑙𝑙
𝑛𝑛→∞

1
𝑎𝑎

ℴ2𝑛𝑛+1(𝑥𝑥) (1 + (𝔡𝔡(𝑥𝑥)
ℴ(𝑥𝑥))

2𝑛𝑛+1
)

ℴ2𝑛𝑛(𝑥𝑥) (1 + (𝔡𝔡(𝑥𝑥)
ℴ(𝑥𝑥))

2𝑛𝑛
)

      

         =  ℴ(𝑥𝑥)
𝑎𝑎                                       

and 

        𝐢𝐢𝐢𝐢.           𝑙𝑙𝑙𝑙𝑙𝑙
𝑛𝑛→∞

𝕃𝕃2𝑛𝑛(𝑥𝑥)
𝕃𝕃2𝑛𝑛−1(𝑥𝑥) = 𝑙𝑙𝑙𝑙𝑙𝑙

𝑛𝑛→∞

( 𝑎𝑎𝜉𝜉(2𝑛𝑛)

(𝑎𝑎𝑎𝑎)⌊2𝑛𝑛+1
2 ⌋

) (ℴ2𝑛𝑛(𝑥𝑥) + 𝔡𝔡2𝑛𝑛(𝑥𝑥)
𝛼𝛼 )

(𝑎𝑎𝜉𝜉(2𝑛𝑛−1)

(𝑎𝑎𝑎𝑎)⌊2𝑛𝑛
2 ⌋

) (ℴ2𝑛𝑛−1(𝑥𝑥) + 𝔡𝔡2𝑛𝑛−1(𝑥𝑥)
𝛼𝛼 )

 

                                 = 𝑙𝑙𝑙𝑙𝑙𝑙
𝑛𝑛→∞

1
(𝑎𝑎𝑎𝑎)𝑛𝑛 (ℴ2𝑛𝑛(𝑥𝑥) + 𝔡𝔡2𝑛𝑛(𝑥𝑥))
𝑎𝑎

(𝑎𝑎𝑎𝑎)𝑛𝑛 (ℴ2𝑛𝑛−1(𝑥𝑥) + 𝔡𝔡2𝑛𝑛−1(𝑥𝑥))
      

                              = 𝑙𝑙𝑙𝑙𝑙𝑙
𝑛𝑛→∞

1
𝑎𝑎

ℴ2𝑛𝑛(𝑥𝑥) (1 + (𝔡𝔡(𝑥𝑥)
ℴ(𝑥𝑥))

2𝑛𝑛
)

ℴ2𝑛𝑛−1(𝑥𝑥) (1 + (𝔡𝔡(𝑥𝑥)
ℴ(𝑥𝑥))

2𝑛𝑛−1
)

  

                  =  ℴ(𝑥𝑥)
𝑎𝑎                                                

where |𝔡𝔡(𝑥𝑥)| < ℴ(𝑥𝑥) and 𝑙𝑙𝑙𝑙𝑙𝑙
𝑛𝑛→∞

(𝔡𝔡(𝑥𝑥)
ℴ(𝑥𝑥))

𝑛𝑛
= 0. This completes the proof.  
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Now we present some basic identities for the bi-periodic generalized Lucas 
polynomials, such as Catalan's identity and Cassini's identity.  

Theorem 2.7. (Catalan’s Identity) Let 𝑛𝑛 and 𝑟𝑟 be nonnegative integers. For 
𝑛𝑛 ≥ 𝑟𝑟, we have  

𝑎𝑎1−𝜉𝜉(𝑛𝑛+𝑟𝑟)𝑏𝑏1+𝜉𝜉(𝑛𝑛+𝑟𝑟)𝕃𝕃𝑛𝑛−𝑟𝑟(𝑥𝑥)𝕃𝕃𝑛𝑛+𝑟𝑟(𝑥𝑥) − 𝑎𝑎1−𝜉𝜉(𝑛𝑛)𝑏𝑏1+𝜉𝜉(𝑛𝑛)𝕃𝕃𝑛𝑛
2(𝑥𝑥) 

= (−𝑔𝑔(𝑥𝑥))𝑛𝑛−𝑟𝑟(𝑎𝑎𝑏𝑏)1−𝑟𝑟 (ℴ𝑟𝑟(𝑥𝑥)−𝔡𝔡𝑟𝑟(𝑥𝑥)
𝛼𝛼 )

2
  

where 𝕃𝕃𝑛𝑛(𝑥𝑥) is the 𝑛𝑛th bi-periodic generalized Lucas polynomial. 

Proof. Using Binet formula for the 𝑛𝑛th bi-periodic generalized Lucas polyno-
mial given in Theorem 2.4, we have 

𝑎𝑎1−𝜉𝜉(𝑛𝑛+𝑟𝑟)𝑏𝑏1+𝜉𝜉(𝑛𝑛+𝑟𝑟)𝕃𝕃𝑛𝑛−𝑟𝑟(𝑥𝑥)𝕃𝕃𝑛𝑛+𝑟𝑟(𝑥𝑥) − 𝑎𝑎1−𝜉𝜉(𝑛𝑛)𝑏𝑏1+𝜉𝜉(𝑛𝑛)𝕃𝕃𝑛𝑛
2(𝑥𝑥)

               = 𝑎𝑎1−𝜉𝜉(𝑛𝑛+𝑟𝑟)𝑏𝑏1+𝜉𝜉(𝑛𝑛+𝑟𝑟) ( 𝑎𝑎𝜉𝜉(𝑛𝑛−𝑟𝑟)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛−𝑟𝑟+1
2 ⌋

) ( 𝑎𝑎𝜉𝜉(𝑛𝑛+𝑟𝑟)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+𝑟𝑟+1
2 ⌋

)

                                                     (ℴ𝑛𝑛−𝑟𝑟(𝑥𝑥) + 𝔡𝔡𝑛𝑛−𝑟𝑟(𝑥𝑥)
𝛼𝛼 ) (ℴ𝑛𝑛+𝑟𝑟(𝑥𝑥) + 𝔡𝔡𝑛𝑛+𝑟𝑟(𝑥𝑥)

𝛼𝛼 ) 

                  −𝑎𝑎1−𝜉𝜉(𝑛𝑛)𝑏𝑏1+𝜉𝜉(𝑛𝑛) ( 𝑎𝑎𝜉𝜉(𝑛𝑛)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+1
2 ⌋

) ( 𝑎𝑎𝜉𝜉(𝑛𝑛)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+1
2 ⌋

) 

                                                 (ℴ𝑛𝑛(𝑥𝑥) + 𝔡𝔡𝑛𝑛(𝑥𝑥)
𝛼𝛼 ) (ℴ𝑛𝑛(𝑥𝑥) + 𝔡𝔡𝑛𝑛(𝑥𝑥)

𝛼𝛼 ) 

               = 𝑎𝑎1−𝜉𝜉(𝑛𝑛+𝑟𝑟)𝑏𝑏1+𝜉𝜉(𝑛𝑛+𝑟𝑟) ( 1

𝑎𝑎⌊𝑛𝑛−𝑟𝑟
2 ⌋𝑏𝑏⌊𝑛𝑛−𝑟𝑟+1

2 ⌋
) ( 1

𝑎𝑎⌊𝑛𝑛+𝑟𝑟
2 ⌋𝑏𝑏⌊𝑛𝑛+𝑟𝑟+1

2 ⌋
)

                                     (ℴ2𝑛𝑛(𝑥𝑥) + ℴ𝑛𝑛−𝑟𝑟(𝑥𝑥)𝔡𝔡𝑛𝑛+𝑟𝑟(𝑥𝑥) + 𝔡𝔡𝑛𝑛−𝑟𝑟(𝑥𝑥)ℴ𝑛𝑛+𝑟𝑟(𝑥𝑥) + 𝔡𝔡2𝑛𝑛(𝑥𝑥)
𝛼𝛼2 ) 

                  −𝑎𝑎1−𝜉𝜉(𝑛𝑛)𝑏𝑏1+𝜉𝜉(𝑛𝑛) ( 1

𝑎𝑎2⌊𝑛𝑛
2⌋𝑏𝑏2⌊𝑛𝑛+1

2 ⌋
) (ℴ2𝑛𝑛(𝑥𝑥) + 2ℴ𝑛𝑛(𝑥𝑥)𝔡𝔡𝑛𝑛(𝑥𝑥) + 𝔡𝔡2𝑛𝑛(𝑥𝑥)

𝛼𝛼2 ) 
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Now we present some basic identities for the bi-periodic generalized Lucas 
polynomials, such as Catalan's identity and Cassini's identity.  

Theorem 2.7. (Catalan’s Identity) Let 𝑛𝑛 and 𝑟𝑟 be nonnegative integers. For 
𝑛𝑛 ≥ 𝑟𝑟, we have  

𝑎𝑎1−𝜉𝜉(𝑛𝑛+𝑟𝑟)𝑏𝑏1+𝜉𝜉(𝑛𝑛+𝑟𝑟)𝕃𝕃𝑛𝑛−𝑟𝑟(𝑥𝑥)𝕃𝕃𝑛𝑛+𝑟𝑟(𝑥𝑥) − 𝑎𝑎1−𝜉𝜉(𝑛𝑛)𝑏𝑏1+𝜉𝜉(𝑛𝑛)𝕃𝕃𝑛𝑛
2(𝑥𝑥) 

= (−𝑔𝑔(𝑥𝑥))𝑛𝑛−𝑟𝑟(𝑎𝑎𝑏𝑏)1−𝑟𝑟 (ℴ𝑟𝑟(𝑥𝑥)−𝔡𝔡𝑟𝑟(𝑥𝑥)
𝛼𝛼 )

2
  

where 𝕃𝕃𝑛𝑛(𝑥𝑥) is the 𝑛𝑛th bi-periodic generalized Lucas polynomial. 

Proof. Using Binet formula for the 𝑛𝑛th bi-periodic generalized Lucas polyno-
mial given in Theorem 2.4, we have 

𝑎𝑎1−𝜉𝜉(𝑛𝑛+𝑟𝑟)𝑏𝑏1+𝜉𝜉(𝑛𝑛+𝑟𝑟)𝕃𝕃𝑛𝑛−𝑟𝑟(𝑥𝑥)𝕃𝕃𝑛𝑛+𝑟𝑟(𝑥𝑥) − 𝑎𝑎1−𝜉𝜉(𝑛𝑛)𝑏𝑏1+𝜉𝜉(𝑛𝑛)𝕃𝕃𝑛𝑛
2(𝑥𝑥)

               = 𝑎𝑎1−𝜉𝜉(𝑛𝑛+𝑟𝑟)𝑏𝑏1+𝜉𝜉(𝑛𝑛+𝑟𝑟) ( 𝑎𝑎𝜉𝜉(𝑛𝑛−𝑟𝑟)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛−𝑟𝑟+1
2 ⌋

) ( 𝑎𝑎𝜉𝜉(𝑛𝑛+𝑟𝑟)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+𝑟𝑟+1
2 ⌋

)

                                                     (ℴ𝑛𝑛−𝑟𝑟(𝑥𝑥) + 𝔡𝔡𝑛𝑛−𝑟𝑟(𝑥𝑥)
𝛼𝛼 ) (ℴ𝑛𝑛+𝑟𝑟(𝑥𝑥) + 𝔡𝔡𝑛𝑛+𝑟𝑟(𝑥𝑥)

𝛼𝛼 ) 

                  −𝑎𝑎1−𝜉𝜉(𝑛𝑛)𝑏𝑏1+𝜉𝜉(𝑛𝑛) ( 𝑎𝑎𝜉𝜉(𝑛𝑛)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+1
2 ⌋

) ( 𝑎𝑎𝜉𝜉(𝑛𝑛)

(𝑎𝑎𝑏𝑏)⌊𝑛𝑛+1
2 ⌋

) 

                                                 (ℴ𝑛𝑛(𝑥𝑥) + 𝔡𝔡𝑛𝑛(𝑥𝑥)
𝛼𝛼 ) (ℴ𝑛𝑛(𝑥𝑥) + 𝔡𝔡𝑛𝑛(𝑥𝑥)

𝛼𝛼 ) 

               = 𝑎𝑎1−𝜉𝜉(𝑛𝑛+𝑟𝑟)𝑏𝑏1+𝜉𝜉(𝑛𝑛+𝑟𝑟) ( 1

𝑎𝑎⌊𝑛𝑛−𝑟𝑟
2 ⌋𝑏𝑏⌊𝑛𝑛−𝑟𝑟+1

2 ⌋
) ( 1

𝑎𝑎⌊𝑛𝑛+𝑟𝑟
2 ⌋𝑏𝑏⌊𝑛𝑛+𝑟𝑟+1

2 ⌋
)

                                     (ℴ2𝑛𝑛(𝑥𝑥) + ℴ𝑛𝑛−𝑟𝑟(𝑥𝑥)𝔡𝔡𝑛𝑛+𝑟𝑟(𝑥𝑥) + 𝔡𝔡𝑛𝑛−𝑟𝑟(𝑥𝑥)ℴ𝑛𝑛+𝑟𝑟(𝑥𝑥) + 𝔡𝔡2𝑛𝑛(𝑥𝑥)
𝛼𝛼2 ) 

                  −𝑎𝑎1−𝜉𝜉(𝑛𝑛)𝑏𝑏1+𝜉𝜉(𝑛𝑛) ( 1

𝑎𝑎2⌊𝑛𝑛
2⌋𝑏𝑏2⌊𝑛𝑛+1

2 ⌋
) (ℴ2𝑛𝑛(𝑥𝑥) + 2ℴ𝑛𝑛(𝑥𝑥)𝔡𝔡𝑛𝑛(𝑥𝑥) + 𝔡𝔡2𝑛𝑛(𝑥𝑥)

𝛼𝛼2 ) 

               = 𝑎𝑎1−𝜉𝜉(𝑛𝑛+𝑟𝑟)−⌊𝑛𝑛−𝑟𝑟
2 ⌋−⌊𝑛𝑛+𝑟𝑟

2 ⌋𝑏𝑏1+𝜉𝜉(𝑛𝑛+𝑟𝑟)−⌊𝑛𝑛−𝑟𝑟+1
2 ⌋−⌊𝑛𝑛+𝑟𝑟+1

2 ⌋ 

                                       (ℴ2𝑛𝑛(𝑥𝑥) + ℴ𝑛𝑛−𝑟𝑟(𝑥𝑥)𝔡𝔡𝑛𝑛+𝑟𝑟(𝑥𝑥) + 𝔡𝔡𝑛𝑛−𝑟𝑟(𝑥𝑥)ℴ𝑛𝑛+𝑟𝑟(𝑥𝑥) + 𝔡𝔡2𝑛𝑛(𝑥𝑥)
𝛼𝛼2 ) 

                 −𝑎𝑎1−𝜉𝜉(𝑛𝑛)−2⌊𝑛𝑛
2⌋𝑏𝑏1+𝜉𝜉(𝑛𝑛)−2⌊𝑛𝑛+1

2 ⌋  (ℴ2𝑛𝑛(𝑥𝑥) + 2(ℴ(𝑥𝑥)𝔡𝔡(𝑥𝑥))𝑛𝑛 + 𝔡𝔡2𝑛𝑛(𝑥𝑥)
𝛼𝛼2 ) 

               = (𝑎𝑎𝑏𝑏)1−𝑛𝑛 (ℴ𝑛𝑛−𝑟𝑟(𝑥𝑥)𝔡𝔡𝑛𝑛+𝑟𝑟(𝑥𝑥) + 𝔡𝔡𝑛𝑛−𝑟𝑟(𝑥𝑥)ℴ𝑛𝑛+𝑟𝑟(𝑥𝑥) − 2(ℴ(𝑥𝑥)𝔡𝔡(𝑥𝑥))𝑛𝑛

𝛼𝛼2 ) 

               = (𝑎𝑎𝑏𝑏)1−𝑛𝑛(ℴ(𝑥𝑥)𝔡𝔡(𝑥𝑥))𝑛𝑛 (ℴ2𝑟𝑟(𝑥𝑥) + 𝔡𝔡2𝑟𝑟(𝑥𝑥) − 2(ℴ(𝑥𝑥)𝔡𝔡(𝑥𝑥))𝑟𝑟

𝛼𝛼2(ℴ(𝑥𝑥)𝔡𝔡(𝑥𝑥))𝑟𝑟 ) 

               = (𝑎𝑎𝑏𝑏)1−𝑛𝑛(−𝑔𝑔(𝑥𝑥)𝑎𝑎𝑏𝑏)𝑛𝑛 (ℴ𝑟𝑟(𝑥𝑥) − 𝔡𝔡𝑟𝑟(𝑥𝑥))2

𝛼𝛼2(−𝑔𝑔(𝑥𝑥)𝑎𝑎𝑏𝑏)𝑟𝑟  

               = (−𝑔𝑔(𝑥𝑥))𝑛𝑛−𝑟𝑟(𝑎𝑎𝑏𝑏)1−𝑟𝑟 (ℴ𝑟𝑟(𝑥𝑥) − 𝔡𝔡𝑟𝑟(𝑥𝑥)
𝛼𝛼 )

2
 

where ℴ(𝑥𝑥)𝔡𝔡(𝑥𝑥) = −𝑔𝑔(𝑥𝑥)𝑎𝑎𝑏𝑏. This completes the proof.  

Theorem 2.8. (Cassini’s Identity) Let 𝑛𝑛 be nonnegative integer. Then, we 
have 

𝑎𝑎1−𝜉𝜉(𝑛𝑛+1)𝑏𝑏1+𝜉𝜉(𝑛𝑛+1)𝕃𝕃𝑛𝑛−1(𝑥𝑥)𝕃𝕃𝑛𝑛+1(𝑥𝑥) − 𝑎𝑎1−𝜉𝜉(𝑛𝑛)𝑏𝑏1+𝜉𝜉(𝑛𝑛)𝕃𝕃𝑛𝑛
2(𝑥𝑥) 

= (−𝑔𝑔(𝑥𝑥))𝑛𝑛−1 (𝑑𝑑2(𝑥𝑥)𝑎𝑎2𝑏𝑏2+4𝑔𝑔(𝑥𝑥)𝑎𝑎𝑏𝑏
𝛼𝛼2 ).  

Proof. The proof can be seen in an obvious way by taking 𝑟𝑟 = 1 in the Cata-
lan’s identity. 

3. Conclusion and Suggestion 

The Fibonacci and the Lucas numbers have many generalizations, applica-
tions and interpretations presented in different ways. The most interesting appli-
cations of these numbers have been on their generalizations. In this paper, the bi-
periodic generalized Lucas polynomials, which generalize well-known Lucas 
polynomials, the ℎ(𝑥𝑥)-Lucas polynomials, the Lucas polynomials with two 



496

variable, the Pell-Lucas polynomials, the Pell-Lucas-prime polynomials, the Ja-
cobsthal-Lucas polynomials, the Fermat-Lucas polynomials, the Chebyshev first 
kind polynomials, the Morgan-Voyce second kind polynomials, the Vieta-Lucas 
polynomials, are defined. Also, the bi-periodic Lucas polynomials, the bi-peri-
odic ℎ(𝑥𝑥)-Lucas polynomials, the bi-periodic Lucas polynomials with two vari-
able, the bi-periodic Pell-Lucas polynomials, the bi-periodic Pell-Lucas-prime 
polynomials, the bi-periodic Jacobsthal-Lucas polynomials, the bi-periodic Fer-
mat-Lucas polynomials, the bi-periodic Chebyshev firts kind polynomials, the bi-
periodic Morgan-Voyce second kind polynomials, the bi-periodic Vieta-Lucas 
polynomials are presented. Binet formulas that allow us to calculate the 𝑛𝑛th terms 
of these polynomial sequences and some properties of their consecutive terms are 
given. Also generating functions, Catalan's identity and Cassini's identity are ob-
tained.   

It would be interesting to study these polynomials in matrix theory. More gen-
eral formulas that allow us to calculate the 𝑛𝑛th terms of these polynomial se-
quences and sums formulas can be explored. 
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1. Introduction 
Heat shock proteins (HSPs) are molecular chaperones that enable proteins to 

fold and mature properly. The response of cells to stress factors such as heat 
shock, hypoxia, chemical factors, and acidosis increases the expression of HSPs 
(Hu et al., 2022). The HSP family is classified based on molecular weight. This 
family’s most well-known members are HSP27, HSP60, HSP70, and HSP90. 
Members of this family interact with each other through a signaling network (J. 
Wu et al., 2017). HSP90 regulates the folding of newly synthesized proteins, 
correcting misfolded proteins, and avoiding misfolded protein aggregation. Thus, 
the activation of proteins has an essential role in late-stage maturation and 
stability (Schopf, Biebl, and Buchner, 2017). HSP90-protein interactions are 
critical for tumor proliferation, survival, and migration (Hu et al., 2022). More 
than 400 proteins that interact with HSP90 have been discovered (Workman, 
2004). Many of these proteins are oncogenic proteins, which are the main drivers 
of the emergence and development of cancers. These proteins participate in a 
wide range of vital biological activities such as signal transduction, DNA damage 
repair, chromatin remodeling, cell proliferation, and hormone receptor activation. 
Many malignant activities, such as tumor development, invasion, adhesion, 
angiogenesis, and metastasis have been related to the HSP90 protein in the 
literature (Magwenyane et al., 2022; J. Wu et al., 2017; Žáčková et al., 2013; 
Zuehlke and Johnson, 2010). For all these reasons, HSP90 is an excellent 
therapeutic target in cancer, and inhibiting it can disrupt tumor proteins and 
pathways (Jhaveri et al., 2014). The HSP90 family contains four isoforms that 
are found in distinct parts of the cell. TRAP1 in the mitochondria endoplasmic 
reticulum (ER) and GRP94 in the ER, HSP90β and HSP90α are found in the 
nucleus and cytoplasm, respectively. (Li and Buchner, 2013; Li, Soroka, and 
Buchner, 2012). All isoforms have sequence homology at their N-terminal, and 
the ATP binding sites at their N-terminal were investigated as targets for HSP90 
inhibition (Soga, Akinaga, and Shiotsu, 2013). Many HSP90 inhibitors have been 
developed and are currently being evaluated in clinical trials. However, HSP90 
inhibitor did not give effective results as monotherapy. In addition to the 
development of tumor resistance in monotherapy, toxicity was the main factor 
limiting the effectiveness of the therapy (Chatterjee and Burns, 2017). A possible 
technique is to combine HSP90 inhibitors with other anticancer treatments to 
overcome this limitation of monotherapy. Several studies have demonstrated that 
using HSP90 inhibitors in combination with other anticancer treatments has a 
synergistic impact (Ren, Li, Zhang, and Yang, 2022). In this section, we 
summarize the function of HSP90 in cancer, the use of HSP90 inhibitors and the 
combination of these inhibitors with other treatment strategies. 
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2. Structural properties of HSP90 protein 
HSP90 which has a molecular weight of 90 kDa is a chaperone protein found 

in all species except Archaea. The HSP90 protein is homodimer, and a 
homodimer has 3 domains: N-terminal, Middle, and C-terminal (Figure 1) 
(Meyer et al., 2003; So˝ti, Vermes, Haystead, and Csermely, 2003). The N-
terminal domain forms the main ATPase domain of HSP90. The N-terminal 
domain has a supercharged binding domain, which is like gyrase, histidine kinase, 
and topoisomerase (Bickel and Gohlke, 2019; Prodromou, Roe, Piper, and Pearl, 
1997). The middle domain performs the ATPase activity responsible for 
hydrolyzing adenosine triphosphate (ATP) (Meyer et al., 2003). The C-terminal 
is responsible for the dimer formation of HSP90. The C terminus also contains 
the motif Met-Glu-Glu-Val-Asp, which is the interaction domain of co-
chaperones with HSP90 (Blundell, Pal, Roe, Pearl, and Prodromou, 2017). 

 
Figure 1. Crystal structure of the HSP90 protein (PDB ID: 2CG9) 
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HSP90's activity in folding target proteins is an ATP-dependent process and 
relies on dynamic conformational changes. This process is based on a complex 
mechanism regulated by multiple co-chaperones. Dimerization is required for 
HSP90 to function effectively in cancer cells (Hoter, El-Sabban, and Naim, 
2018). The N-terminal domain of the HSP90 remains open, creating dimers 
across the C-terminal domain. Unfolded proteins are loaded into the middle 
domain of HSP90 in an open conformation, and ATP interaction causes 
dimerization of the N-terminal domain. ATP hydrolysis causes HSP90 to become 
more twisted and closed, and ADP is released from HSP90, causing the 
conformation to revert to its open state. Proteins are folded and released in their 
native conformations by repeating this cycle (Hoter et al., 2018). HSP90 folds 
and activates approximately 10% of the proteins in the human proteome. HSP90 
has various roles in cell survival derived from chaperone function due to its broad 
involvement in protein activity and stability (Hartl, Bracher, and Hayer-Hartl, 
2011). When cells are exposed to the HSP90 inhibitor, it leads to degradation of 
oncogenic proteins through the proteasome and oncogenic proteins are unable to 
function (Magwenyane et al., 2022).  

 
3. HSP90 inhibitors in cancer treatment 
Inhibition of the HSP90 protein is important in the prevention of cancer 

development and for this purpose, many HSP90 inhibitors have been defined in 
recent years. The well-known HSP90 inhibitors were summarized in Table 1. 
Geldanamycin is the first natural product-based HSP90 inhibitor, and it has 
shown anti-cancer efficacy in different cancer cell lines. Unfortunately, 
geldanamycin showed poor bioavailability, hepatotoxicity, low chemical 
stability, and solubility in further studies (Neckers and Workman, 2012). 
Researchers synthesized geldanamycin derivatives to ameliorate these negative 
properties (Khandelwal, Crowley, and Blagg, 2016). Among the modified 
geldanamycin derivatives, 17-DMAG and 17-AAG exhibited excellent inhibitory 
properties due to their high solubility. 17-DMAG and 17-AAG have also entered 
clinical trials for further evaluation (Rastelli, Tian, Wang, Myles, and Liu, 2005; 
Schulte and Neckers, 1998). Afterward, another 17-AAG analogue, gamitrinib-
TPP, a geldanamycin mitochondrial matrix inhibitor was designed by Kang et al. 
Gamitrinib-TPP has a mitochondrial targeting moiety and suppressed tumor 
growth due to its "mitochondriotoxic" mechanism of action (Kang et al., 2009). 

Radicicol is a resorcinol lactone antibiotic and showed a better affinity for 
HSP90 compared to geldanamycin. However, due to its electrophilic nature, 
radicicol is rapidly converted to an inactive form and is not suitable for testing in 
clinical trials. Therefore, Soga et al. synthesized KF25706, which is more 
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metabolically stable and exhibits in vivo anti-cancer activity (Soga et al., 1999). 
Radicicol-derived Ganetespib (STA-9090) has been shown to have better tumor 
penetration than 17-AAG, as well as milder side effects than 17-AAG and is 
currently being clinically evaluated in phase I-III studies (Jhaveri, Taldone, Modi, 
and Chiosis, 2012; Shimamura et al., 2012; Ying et al., 2012). Cheung et al. 
performed compound screen and found CCT018159, a resorcinol-containing 
compound that showed inhibitory activity of HSP90 (Cheung et al., 2005). 
AUY922 synthesized based on CCT018159 is being evaluated in phase II studies 
in clinical trials. KW-2478 is a resorcinol derivative molecule that has entered 
the clinical stage and has been clinically tested in patients with B-cell 
malignancies and multiple refractory myelomas (Cavenagh et al., 2017). 
Similarly, the solid metastatic tumors were treated with another resorcinol 
derivative molecule AT13387 due to its anti-HSP90 properties (Smyth et al., 
2012). Both geldanamycin and radicicol derivatives destroy cancer cells 
significantly, but their potential for use is limited due to their toxicity and 
insufficient in vivo efficacy. Therefore, researchers have developed new HSP90 
inhibitors by setting forth of the structural properties of geldanamycin and 
radicicol (Neckers and Workman, 2012). Radanamycin was the first chimeric 
HSP90 inhibitor (Roe et al., 1999), and later analogues of radanamycin; 
radamide, resorcinol, and radester were produced (Shen and Blagg, 2005). 
Comparing these three compounds in terms of HSP90 binding affinity and anti-
proliferative activity, it was observed that they all exhibited enhanced effects. 

Chiosis et al. designed small molecule inhibitors for HSP90 inhibition that 
bind to the N-terminal ATP binding site (Chiosis et al., 2001). PU3, the first 
purine-based HSP90 inhibitor, was synthesized to inhibit HSP90 by binding to 
its N-terminal ATP binding site. (Chiosis, Lucas, Shtil, Huezo, and Rosen, 2002). 
Subsequently, purine-based analogues continued to be developed and BIIB021 
was one of the most promising HSP90 inhibitors among all analogues. 
Comparing the activity of BIIB021 in healthy cells and tumor cells, it was 
executed to have high selectivity for tumors. (Lundgren et al., 2009). In addition, 
by adding a phosphate ester to this anoline, BIIB028 was developed, and these 
two analogues entered clinical trials (Dickson et al., 2013) 

A Phase I clinical trial of the MPC-3100 in 2011. MPC-0767 molecule was 
designed and produced as an HSP90 inhibitor with better water solubility than 
MPC-3100 (S.-H. Kim et al., 2015). Preliminary animal investigations revealed 
that this prodrug had comparable pharmacokinetics and effectiveness, including 
tumor regressions, to MPC-3100. In 2010, Debio 0932, Phase I data were 
presented in solid tumors and lymphoma with no significant efficacy (Isambert 
et al., 2012). 
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A Phase I clinical trial of the MPC-3100 in 2011. MPC-0767 molecule was 
designed and produced as an HSP90 inhibitor with better water solubility than 
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Table 1. HSP90 inhibitors 
Inhibitor Clinical 

Stage 
Drug Combination Reference 

17- AAG Phase 
I/II/III 

Cytarabine, irinotecan, 
sorafenib, tosylate, docetaxel, 
bortezomib, gemcitabine, 
everolimus 

(Schulte and Neckers, 1998) 

17- DMAG Phase I Trastuzumab (Kaur et al., 2004; Zhao and 
Cao, 2014) 

AT13387 Phase I/II Abiraterone acetate, crizotinib, 
imatinib, prednisone, onalespib 

(Woodhead et al., 2010) 

BIIB028 Phase 
I/II/III  

onalespib, bortezomib, 
cetuximab  

(Hong et al., 2013) 

BIIB021 Phase I/II Exemestane, trastuzumab (Lundgren et al., 2009) 

CCT018159 - - (Smith et al., 2006) 

Debio 0932 Phase I/II - (Isambert et al., 2012) 

Gamitrinib 
TPP 

Phase I - (Kang et al., 2009; Wei et al., 
2022) 

DN401 - - (Park et al., 2020) 

Geldanamycin Phase I/II docetaxel, irinotecan 
hydrochloride 

(M. S. Wu, Lien, Shen, 
Yang, and Chen, 2013) 

IPI-504 Phase 
I/II/III 

docetaxel, irinotecan, imatinib, 
sorafenib, bortezomib, 
cytarabine mesylate, 
everolimus, gemcitabine 

(Patterson, Palombella, 
Fritz, and Normant, 2008) 

KW-2478 Phase I/II Bortezomib (Yong et al., 2016) 

Macbecin - - (Martin et al., 2008) 

MPC-3100 Phase I - (S.-H. Kim et al., 2015) 

NVP-
AUY992 

- - (Jeong, Oh, Kwon, and Seo, 
2017) 

NVP-BEP800 - - (Stingl et al., 2010) 

PU3 Phase I - (Taldone and Chiosis, 2009) 

Radamide - - (Kyle Hadden, Lubbers, and 
J. Blagg, 2006) 
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Table 1. HSP90 inhibitors (continued) 
Inhibitor Clinical 

Stage 
Drug Combination Reference 

SNX-2112 - - (Chandarlapaty et al., 
2008) 

TAS-116 Phase I - (Doi et al., 2019) 

XL888 Phase I - (Bussenius et al., 2012) 

STA-9090 Phase I/II Docetaxel, crizotinib, sirolimus, 
capecitabine, bortezomib, 
fulvestrant, dexamethasone, 
carboplatin 

(Shah et al., 2018) 

Radanamycin - - (Kyle Hadden et al., 
2006) 

Radester - - (Y. J. Kim, Lee, Myung, 
Kim, and Lee, 2012) 

Radicicol - - (Y. J. Kim et al., 2012) 

 
4. HSP90 inhibition and combination therapy 
Cancer cells increase their ability to survive against developed therapeutic 

molecules through chromosomal rearrangements and rapidly occurring reactive 
mutations. As tumors develop by developing resistance to these molecules, the 
efficacy of anticancer therapy eventually decreases. The most prevalent and 
difficult phenomena in clinical treatment is resistance to radiation and 
chemotherapy, the two main anticancer treatments. As described in the previous 
sections, although HSP90 inhibitors show great promise as anticancer drugs, they 
did not provide the desired effect when used as monotherapy. As a result, HSP90 
inhibitors developed since their discovery have not received FDA approval for 
monotherapy in cancer. Therefore, using HSP90 inhibitors in combined therapies 
may provide important results in increasing the effectiveness of treatment. 
Numerous research has been studied to investigate the effects of combining HSP 
inhibitors with other agents, and the results have shown that they have additive 
or synergistic benefits. HSP90 inhibitors may have an indirect anticancer effect 
by blocking tumor survival pathways associated with resistance mechanisms. 
Moreover, combination therapies always allow the use of lower doses than 
monotherapy, thus preventing toxic side effects. In this section, we focused on 
describing the various studies and results on combination therapies of HSP90 
inhibitors. 
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a. Combined therapy with chemotherapy 
The effects of combinations of HSP90 inhibitors with taxanes targeting 

microtubules in cancer chemotherapy on cancer cells have been demonstrated by 
various studies. These combinations have been shown to have a synergistic effect 
in targeting tumors. Therapy of paclitaxel in combination with 17-AAG showed 
that the cytotoxic effect of paclitaxel was increased 5-22-fold compared to 
treatment of paclitaxel alone. (Nguyen et al., 2001). Solit et al. found 17-AAG 
made breast cancer cells more sensitive to Taxol (Solit, Basso, Olshen, Scher, 
and Rosen, 2003). In addition, ganetespib combined with docetaxel is a 
combination that has gone into phase II studies. The patients diagnosed with 
advanced lung adenocarcinoma, following the diagnosis after 6 months, the 
patients have been treated with this combination therapy and significantly 
prolonged survival rates have been carried out by this study (Ramalingam et al., 
2015). Based on these findings, a phase III study was conducted on lung cancer 
patients. In patients with advanced lung adenocarcinoma, combined therapy of 
ganetespib and docetaxel has been reported to have synergistic effects, but not 
improve survival (Pillai et al., 2020). 

Cisplatin, a well-known chemotherapeutic agent used to treat various types of 
cancer, interacts with DNA bases, and causes apoptosis. In studies, 17-AAG has 
shown synergistic anticancer activity with cisplatin (Bagatell, Beliakoff, David, 
Marron, and Whitesell, 2005). Here it is proposed that 17-AAG sensitizes cells 
to cisplatin by inducing depletion of the antiapoptotic protein IGF1R and AKT. 

As a triple combined therapy approach, ganetespib, pemetrexed, and cisplatin 
chemotherapeutic drugs have been used together for treatment in patients with 
malignant pleural mesothelioma and effective results have been obtained. 
Antifolate and platinum drugs have been used in combination in the first-line 
treatment of malignant pleural mesothelioma. Reversing antifolate resistance, 
Ganetespib disrupts the HSP90 client thymidylate synthase (Fennell et al., 2020). 
Following SNX-5422 treatment, combined therapy consisting of, carboplatin, 
SNX-5422, and paclitaxel demonstrated significant tolerance and antitumor 
activity against non-small cell lung cancer (Gutierrez et al., 2021). 5-Fluorouracil 
(5-FU) known as a nucleotide analog that targets the enzyme thymidylate 
synthase. The colorectal xenograft model was treated with 5FU and ganetespib 
as a combined therapy approach. It was reported to induce cell cycle arrest by 
downregulating thymidylate synthase expression with a synergistic effect. 
Besides, ganetespib showed a significant effect in inhibiting PI3K/Akt and ERK 
signaling pathways involved in proliferation and treatment resistance (Nagaraju, 
Alese, Landry, Diaz, and El-Rayes, 2014). 
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b. Combined therapy with radiotherapy 
An HSP90 inhibitor plays a key role in the DNA damage response by 

promoting the degradation of kinases involved in the DNA damage response and 
can abolish cell cycle checkpoints S and G2/M (Trepel, Mollapour, Giaccone, 
and Neckers, 2010). Thanks to this role of HSP90 inhibitors, tumor cells can be 
selectively radiosensitizer. Approaches using HSP90 inhibitors to resolve the 
radiation resistance of tumor cells have long been promising. In head and neck 
squamous cell carcinoma xenografts, BIIB021 and 17-AAG, the HSP90 
inhibitors, exhibited anticancer effects. In addition, combining BIIB021 and 
radiotherapy resulted in slower growth of xenografts (Yin et al., 2010). Kinzel et 
al. demonstrated that the combined use of the HSP90 inhibitor NW457 and 
radiotherapy produced a synergistic effect and inhibited tumor growth in 
colorectal cancer (Kinzel et al., 2016). Mehta et al. demonstrated that the Hsp90 
inhibitor AT13387 can sensitize to radiotherapy in pancreatic cancer cells and 
head and neck squamous cell carcinoma (Mehta et al., 2020). 

 
c. Combined therapy with immunotherapy 
Immunotherapy has received great interest as a treatment strategy for many 

types of human cancer. In recent years, some studies have suggested that a 
therapeutic approach combining immunotherapy and HSP90 inhibitors may be 
effective. Proia and Kaufmann demonstrated that concomitant use of the HSP90 
inhibitor ganetespib and the anti-PD-L1 antibody enhanced antitumor efficacy in 
mice with melanoma tumors and colon carcinoma (Proia and Kaufmann, 2015). 
Ganetespib ameliorates tumor cytotoxicity to these cells via T-cell mediated, and 
this effect may be clarified by the upregulation of interferon response genes 
induced by ganetespib (Mbofung et al., 2017). In another work, the combination 
of HSP90 inhibitor with XL888 and PD-1 blockade demonstrated a successful 
effect in pancreatic ductal adenocarcinoma models. XL-888 reduces IF-6 
expression in these cells and increases the efficiency of anti-PD-1 blocking by 
directly inhibiting cell growth (Zhang et al., 2021). 

 
d. Combined therapy with other HSP Inhibitors 
Monotherapy with an HSP90 inhibitor causes especially increased expression 

of other HSPs and resistance to HSP90 inhibitors. When HSP90 is inhibited, other 
members of the HSP family, including HSP27 and HSP70, are up-regulated, 
effectively reversing the effects of HSP90 inhibition (Lee, Hong, Chang, and 
Chang, 2012). Previous studies have reported that the HSP90 inhibitor 17-AAG 
causes up-regulation of HSP27 and increases resistance by modulating 
glutathione (GSH) (McCollum, TenEyck, Sauer, Toft, and Erlichman, 2006). In 
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selectively radiosensitizer. Approaches using HSP90 inhibitors to resolve the 
radiation resistance of tumor cells have long been promising. In head and neck 
squamous cell carcinoma xenografts, BIIB021 and 17-AAG, the HSP90 
inhibitors, exhibited anticancer effects. In addition, combining BIIB021 and 
radiotherapy resulted in slower growth of xenografts (Yin et al., 2010). Kinzel et 
al. demonstrated that the combined use of the HSP90 inhibitor NW457 and 
radiotherapy produced a synergistic effect and inhibited tumor growth in 
colorectal cancer (Kinzel et al., 2016). Mehta et al. demonstrated that the Hsp90 
inhibitor AT13387 can sensitize to radiotherapy in pancreatic cancer cells and 
head and neck squamous cell carcinoma (Mehta et al., 2020). 

 
c. Combined therapy with immunotherapy 
Immunotherapy has received great interest as a treatment strategy for many 

types of human cancer. In recent years, some studies have suggested that a 
therapeutic approach combining immunotherapy and HSP90 inhibitors may be 
effective. Proia and Kaufmann demonstrated that concomitant use of the HSP90 
inhibitor ganetespib and the anti-PD-L1 antibody enhanced antitumor efficacy in 
mice with melanoma tumors and colon carcinoma (Proia and Kaufmann, 2015). 
Ganetespib ameliorates tumor cytotoxicity to these cells via T-cell mediated, and 
this effect may be clarified by the upregulation of interferon response genes 
induced by ganetespib (Mbofung et al., 2017). In another work, the combination 
of HSP90 inhibitor with XL888 and PD-1 blockade demonstrated a successful 
effect in pancreatic ductal adenocarcinoma models. XL-888 reduces IF-6 
expression in these cells and increases the efficiency of anti-PD-1 blocking by 
directly inhibiting cell growth (Zhang et al., 2021). 

 
d. Combined therapy with other HSP Inhibitors 
Monotherapy with an HSP90 inhibitor causes especially increased expression 

of other HSPs and resistance to HSP90 inhibitors. When HSP90 is inhibited, other 
members of the HSP family, including HSP27 and HSP70, are up-regulated, 
effectively reversing the effects of HSP90 inhibition (Lee, Hong, Chang, and 
Chang, 2012). Previous studies have reported that the HSP90 inhibitor 17-AAG 
causes up-regulation of HSP27 and increases resistance by modulating 
glutathione (GSH) (McCollum, TenEyck, Sauer, Toft, and Erlichman, 2006). In 

addition, studies with 17AAG revealed that overexpression of HSP70 can inhibit 
apoptosis (Guo et al., 2005). Therefore, simultaneous inhibition of HSP90 as well 
as other HSPs may be beneficial in solving this problem. Lee et al. simultaneously 
inhibited HSP90 and HSP27 in breast cancer stem-like cells with the use of 
Geldanamycin and Hsp27-specific siRNA. The results demonstrated the 
synergistic effect of HSP90 and HSP27 inhibition in these cells (Lee et al., 2012). 
Lamoureux et al. used a combination of OGX-427, an HSP27 inhibitor, with the 
Hsp90 inhibitor PF-04929113, and found that it enhanced anticancer effects in 
castration-resistant prostate cancer xenografts (Lamoureux et al., 2014). Gou et 
al. showed that KNK437, an HSP70 inhibitor, significantly increased the 
antileukemia activity of 17-AAG (Guo et al., 2005). All these studies 
recommended that HSP90 inhibitors may be used in combination with other HSP 
inhibitors as a new strategy against HSP90 inhibitor resistance. 

 
5. Conclusions  
Recently, many HSP90 inhibitors have been discovered and tested in many in 

vitro/in vivo, and clinical studies. Clinical and preclinical investigations 
demonstrated that, in contrast to HSP90 inhibitor monotherapy, combining 
HSP90 inhibitors with other treatments, such as chemotherapies, immunotherapy, 
targeted medicines, and radiotherapy, can increase efficacy. This chapter 
describes HSP90 inhibitors for cancer therapy and their use in combined therapy. 
These approaches represent forward-looking strategies for future cancer 
treatments. 
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 Introduction 
Polymers, known as insulators, are macromolecules composed of small 

structural units linked together by covalent bonds. However, towards the end of 
the 1970s, a new class of polymers called conductive polymers emerged [1]. In 
2000, MacDiarmid, Heeger, and Shirakawa were awarded the Nobel Prize in 
chemistry for their research on conductive polymers. Conductive polymers have 
attracted a lot of attention due to their easy processing and cheapness compared 
to metals. Among conductive polymers, polypyrrole (PPy) attracts a lot of 
attention due to its superior properties such as good redox properties [2], easy 
chemical and electrochemical synthesis. Composite materials combine the best 
properties of two or more materials to create useful functionality. In particular, 
nanocomposites with large surface areas have better properties than many 
properties of the same material with normal particle size. Carbon nanotubes 
(CNTs) were discovered in the 1990s. For more than 20 years, carbon nanotubes 
have combined very well with functional polymers due to their superior 
properties such as high conductivity values, chemical stability, low density and 
light weight, as well as large surface areas. The electrical, morphological, 
thermal, chemical, mechanical and optical properties of these materials are 
excellent [3]. These composites are potential materials for the development of 
supercapasitors [4] biologic sensors [5] and flexible light-emitting diodes [6]. 

Among the PPy composites, CNT/PPy have a great place due to their 
interesting properties by combining the properties of these two materials with a 
synergetic effect. However, the strong van der Walls interactions between CNTs 
cause some limitations in application areas because hydrophobic CNTs form 
crystal structures by packing among themselves. In addition, weak polymer 
interactions with CNTs reduce the performance of the composite as it will cause 
weak interfacial bonding and agglomeration. In addition, most of the work on 
the preparation of CNT/PPy composites has focused on wet chemical vehicles. 
Disadvantages of these methods can be listed as the dispersion of the CNTs in 
any liquid medium, the fact that the coating process does not occur uniformly 
throughout the composite, and the CNTs stick together and precipitate during 
the synthesis. In order to overcome these problems, plasma polymerization is 
recommended in some studies. However, the influence of surfactant on the 
properties of conducting polymers has been investigated in our some studies. 
These studies showed that the structural, morphological, thermal and 
conductivity properties of conducting polymers was affected by surfactant types 
[7, 8]. 

In this study, the effects of different types of surfactants on the properties of 
PPy/CNT composites prepared by chemical and plasma polymerization were 
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investigated. It has been predicted that surfactants can enhance the interaction 
between ppy and cnts and promote the individual presence of CNTs. Althought, 
CNT/PPy composites have been synthesized by chemical and plasma 
polymerization for different purposes in some studies [9, 10] no comparative 
study was found in the literature by performing chemical and plasma 
polymerization of this composite at the same time. 

 
1. Material and Methods 
1.1.  Chemicals 
Pyrrole (Aldrich) was purified by distillation at reduced pressure before 

used. Lithium perchlorate (LiClO4, Sigma-Aldrich), ethanole (Sigma-Aldrich), 
sulphyric acide were used for the synthesis of composite. MWCNT was 
purchased from NANOCYL S. A. (NC7000). TTAB (Fluka, Germany), 
NADBS (Fluka, Germany) and polyethylene oxide (10) iso-octylphenyl ether 
(Tween 20) (Merck, Germany) were used as received. All other compounds 
were analytical reagent grade.  

 
1.2.  Apparatus  
CNT/PPy composites were synthesized by using two different methods. 

Electrochemical polymerization was performed with three electrode system 
(CompactStat, Ivium Technologies, Netherlands). Indium tin oxide (ITO), 
Ag/AgCl and Pt wire were used as working, reference and auxiliary electrode, 
respectively. Plasma polymerization of polymers was made with (PlazmaTek, 
Isparta) plasma polymerization system. FTIR spectra were performed between 
400 cm-1 and 4000 cm-1 with a 4 cm-1 resolution on a Perkin Elmer Frontier 
(Beaconsfield, Beuckinghamshire, HP91QA, England). For SEM analysis, 
JEOL SEM-7100-EDX (Zaventem, Belgium) model scanning electron 
microscope was used. The conductivity was measured using the four-probe 
technique with a PCIDAS6014 current source, a voltmeter and a temperature 
controller. Dry powders were pressed into pellets using a steel die having a 
diameter of 13 mm in a hydraulic press at 700 MPa. Thermal degradation and 
mass losses of polymers were monitored with a Perkin Elmer Diamond 
TG/DTA model thermal analyzer at a temperature range of 25-900 ºC and at a 
heating rate of 10ºC/min in N2 atmosphere. The modification of CNTs was 
achived in 96% H2SO4:70% HNO3 (3:1) mixture for 2 hours in ultrasonic bath. 
After that CNTs were washed with distiled water.  CNTs were dried in a 
vacuum oven at 60°C. 
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used. Lithium perchlorate (LiClO4, Sigma-Aldrich), ethanole (Sigma-Aldrich), 
sulphyric acide were used for the synthesis of composite. MWCNT was 
purchased from NANOCYL S. A. (NC7000). TTAB (Fluka, Germany), 
NADBS (Fluka, Germany) and polyethylene oxide (10) iso-octylphenyl ether 
(Tween 20) (Merck, Germany) were used as received. All other compounds 
were analytical reagent grade.  

 
1.2.  Apparatus  
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Electrochemical polymerization was performed with three electrode system 
(CompactStat, Ivium Technologies, Netherlands). Indium tin oxide (ITO), 
Ag/AgCl and Pt wire were used as working, reference and auxiliary electrode, 
respectively. Plasma polymerization of polymers was made with (PlazmaTek, 
Isparta) plasma polymerization system. FTIR spectra were performed between 
400 cm-1 and 4000 cm-1 with a 4 cm-1 resolution on a Perkin Elmer Frontier 
(Beaconsfield, Beuckinghamshire, HP91QA, England). For SEM analysis, 
JEOL SEM-7100-EDX (Zaventem, Belgium) model scanning electron 
microscope was used. The conductivity was measured using the four-probe 
technique with a PCIDAS6014 current source, a voltmeter and a temperature 
controller. Dry powders were pressed into pellets using a steel die having a 
diameter of 13 mm in a hydraulic press at 700 MPa. Thermal degradation and 
mass losses of polymers were monitored with a Perkin Elmer Diamond 
TG/DTA model thermal analyzer at a temperature range of 25-900 ºC and at a 
heating rate of 10ºC/min in N2 atmosphere. The modification of CNTs was 
achived in 96% H2SO4:70% HNO3 (3:1) mixture for 2 hours in ultrasonic bath. 
After that CNTs were washed with distiled water.  CNTs were dried in a 
vacuum oven at 60°C. 

  
 

 

2.3. Electrochemical synthesis of polymers  
Pyrrole (2.5 mmol) and LiClO4 (2.5 mmol) were dissolved in 25 mL of 0.1 

M H2SO4. 100 mg CNT was added monomer solution and the mixture was 
sonicated in ultrasonic bath for 10 minutes.  The monomer, pyrrole, was 
polymerized onto CNT by cyclic voltametric method in the range of -0.1-1.5 V 
with 50 cycle at room temperature. The same procedures were repeated by 
adding TTAB, NaDBSA, Tween-20 surfactants to the initial solution. The molar 
ratio of monomer to surfactant was chosen as 5. 

 
2.4.  Plasma synthesis of polymers  
100 mg of CNT was mixed in 5 mL of ethanol for 10 minutes in an 

ultrasonic bath. The prepared solution was evenly spread over the coverslips (5 
pieces) with a pipette. The plasma is produced at low pressure (0.30 Torr) with 
13.56 MHz frequency at a power of 40 W for 20 minutes in presence of pyrrole 
vapour for obtaining uniform coating of pyrrole on the surface of CNT. The 
same procedures were repeated in the initial solution using TTAB, NaDBSA, 
Tween-20 surfactants. 

 
3. Results and Discussion 
3.1.  FTIR Results 
The FTIR spectra of polymers and CNT were shown in Fig. 1a, b. The FTIR 

spectra of electrochemically synthesized polymers includes more sharp bands 
than that of the plasma polymerized ones. Additionally, characteristic 
polypyrrole peaks were available for both methods. The characteristic peaks of 
polypyrrole shifted when the different kinds of surfactants were joined the 
polymer structure. The FT-IR spectrum of the CNTs shows an intense band at 
around 1633 cm-1 attributed to C=O stretching from the carboxylic acid 
incorporated into the CNT structure after functionalization in acid medium [11]. 
The peak at 1538 cm-1 in the spectrum of CNT/PPy-TTAB is more clear than 
than that of CNT/PPy-NaDBS and CNT/PPy-Tween 20 (Fig1a). However, the 
spectra of plasma polymerized polymers look alike each other with some shifts. 
The characteristic bands were seen between 1430 and 1485 cm-1 attributed to 
the pyrrole ring and conjugated C–N stretching mode. The bands between 1275 
and 1293 cm-1 in the spectra of polymers due to the C–H or C–N in-plane 
deformation modes. The peaks at around 1172-1186 cm-1 shows the breathing 
vibration of the pyrrole ring. The band belongs to the C–H and N–H in-plane 
deformation vibrations at about 1040 cm-1 was present in all samples. Although 
characteristic peaks were observed in all polymers synthesized by both methods, 
the skeletal vibrations are affected by doping of the polymer [12]. In addition, 
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the FTIR spectra of polymers synthesized by plasma polymerization contain 
weaker bands compared to those synthesized electrochemically. It can be 
concluded that the reason for this is that the CNT surface is coated with PPy in 
a much thinner layer in plasma polymerization. This is also supported by the 
SEM results. SEM images of plasma polymerized polymers are more similar to 
CNT morphologically. This indicates that the PPy coating is thin in plasma 
polymerization. 

 

 
(a) 

 
(b) 

Figure 1. FTIR spectra of polymers (a) electrochemical polymerization (b) 
plasma polymerization and CNT 
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3.2. TGA Results 
Fig. 2 shows the TGA curves of CNT/PPy and CNT/PPy-NaDBS 

composites prepared by two different methods. Among composites synthesized 
in presence of surfactants only the CNT/PPy-NaDBS composite was examined 
due to its high yield amount. Table 1 exhibites Ti, initial degradation 
temperature; Tm, maximum degradation temperature, and Tf, final degradation 
temperature of CNT/PPy and CNT/PPy-NaDBS composite. Plasma 
polymerized CNT/PPy exhibits one-step decomposition when CNT/PPy-
NaDBS composite exhibits three step decomposition.  Amount of residue was 
(in wt.%) at 900 ºC higher for CNT/PPy than composite prepared in the 
presence of surfactant in plasma polymerization. However, the initial 
decomposition temperature of composite was higher that that of CNT/PPy. The 
presence of surfactant increased the thermal stability due to increased 
interaction between CNT and polypyrrole.  

In contrast to plasma polymerization, the use of surfactant in 
electrochemically synthesized polymers increased the residual value at 900 ºC, 
while lowering the initial decomposition temperature. The initial degradation 
temperature of the composite prepared electrochemically without surfactant, 
CNT/PPy, was 240 ºC. The composite prepared with surfactant (CNT/PPy-
NaDBS) showed lower initial decomposition temperature (225 ºC). Besides it 
shows higher residue value (%60) than CNT/PPy (%45) at 900 ºC. As a result 
thermal behaviours of composites were changing according to the 
polymerization method and presence of surfactant.  

 

 
Figure 2. TGA thermographs of polymers 
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Table 1. Thermal degradation temperatures of CNT/PPy composites 
prepared in presence of surfactant with different synthesis methods. 

Polymer Ti Tm Tf 
% residue at 
900 ºC 

CNT/PPy, plasma 140 280 420 70 

CNT/PPy-NaDBSA, plasma 
195 248 300 

52 400 445 490 
635 738 840 

CNT/PPy, electrochemical 
240 300 360 

45 
475 638 800 

CNT/PPy-NaDBSA, 
electrochemical 225 333 440 60 

 
3.3.  SEM and Conductivity Results 
Fig. 3 (a-i) presents the SEM images of the composites and CNT. The 

morphologies of composites synthesized by electrochemistry are different from 
those of composites synthesized by plasma technique. It is seen that the presence of 
surfactants also effect the morphologies of composites as reported earlier [13]. 
Electrochemically synthesized composites showed more flat and smooth 
morphology (Fig 3a-d) than the plasma polymerized composites. The morphologies 
differs from each other as the surfactant changes in composite structure.  When the 
conductivity values of the polymers are compared, it is seen that the conductivity of 
the surfactant-used composites synthesized by the plasma method has increased 
significantly. However, the conductivity of CNT has been calculated as 8.2044 x10-

6 S cm-1. The conductivity values of polymers are given in Table 2. The conductivity 
values of CNT composites synthesized without surfactant are close to each other. 
Composite morphology in plasma polymerization is very similar to CNT. This can 
be explained by the ability of very thin polymer coating, which is one of the most 
important features of plasma polymerization. If the layers of the polymer films have 
thin layer surface morphology, electron hopping consisting easily on the chain and 
between the chains. Thin layer of PPy could shorten the electron transition of the 
system and decrease the contact resistance which can effectively reforming the 
charge transfer capacity between the polypyrrole and CNT [14, 15]. 

The highest conductivity value (9.767 x10-3 Scm-1) was belongs to CNT/PPy-
NaDBSA composite synthesized by plasma polymerization. The morphology of 
this composite is more compact and smooth than the other polymers also (Fig. 3h). 
Moreover, the influences of the thickness of coating-polymer on the electrical 
properties of the CNT/PPy composites have been studied before in a study. The 
results showed that the polymer thickness improves the properties of carbon based 
device [9].  
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(g)                       (h) 

 
(i) 

Figure 3. SEM images of electrochemically synthesized polymers; (a) 
CNT/PPy, (b) CNT/ PPy-NaDBSA, (c) CNT/PPy-TTAB (d) CNT/PPy-Tween-
20, plasma polymerized polymers; (e) CNT/PPy, (f) CNT/ PPy-NaDBSA, (g) 
CNT/PPy-TTAB, (h) CNT/PPy-Tween-20 and (i) CNT 

 
Table 2. Conductivity values of polymers  

Polymer Conductivity (S cm-1) 
(electrochemical) 

Conductivity (S cm-1) 
(plasma) 

CNT/PPy 8.5167 x10-6 7.7146 x10-6 
CNT/PPy-NaDBSA 2.0346 x10-5 9.767 x10-3 
CNT/PPy-TTAB 5.9826 x10-6 7.2044 x10-6 
CNT/PPy-Tween 20 6.9833 x10-7 1.5072 x10-3 

 
Conclusions 
In this study, CNT/PPy composites were synthesized by electrochemical and 

plasma polymerization methods in the presence of three different types of 
surfactants. Composites were synthesized onto ITO electrode as working 
electrode by the CV method in electrochemical polymerization method. The 
plasma is produced at low pressure in presence of pyrrole vapour for obtaining 
uniform coating of pyrrole on the surface of CNT. FTIR results showed that the 
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CNT surface is coated with PPy with a much thinner layer in plasma 
polymerization than that of electrochemical polymerization. Thermal 
behaviours of composites were changing according to the polymerization 
method and presence of surfactant. SEM and conductivity results supported that 
the conductivity of the surfactant-used composites synthesized by the plasma 
method has increased significantly. 
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INTRODUCTION 
Archaeology is an important science that enlights on the history of humanity 

when, especially, it is studied together with many sciences such as chemistry, 
physics, biology, geology, geochronology, geography, geomorphology. 

Geochemical analytical methods are necessary in order to determine what 
archeological artifacts, finds, and cultural heritage items are made of, identify 
their origins, and the time period they belong to. As a result of the rapid scientific 
and technological advances precipitated by the Second World War, several 
analytical techniques were deployed in archaeological studies, including X-ray 
analysis and electron microscopy, neutron activation analysis, and mass 
spectrometry (Pollard, Batt, Stern, Young, & Young, 2007). In order to 
characterize the material of the ceramics from which the pottery is made, to 
identify the rocks used in the restoration works to identify the rocks used in the 
construction of the artifact, and to determine their origins, the most important 
thing is petrographical analysis under a polarizing microscope. With a 
petrographical analysis, the binder-aggregate ratios of mortars and plasters, the 
types and properties of the aggregates they contain can be determined, and 
suggestions can be developed on possible source areas. Moreover the properties 
of the rock, mineralogicalcompositions, textural properties and alteration and 
weatheringtypes could be determined, and suggestions can be made for the type 
of stone to be used in the building.  After that, the analytical method can be 
determined based on the mineralogy-petrography of the material, the scope, and 
the aim of the study. 

There are several comprehensive publications regarding archaeometric studies 
in the literature. In this study, the most common geochemical techniques such as 
XRF, XRD, ICP-MS, LIBS, FT-IR and RAMAN which were utilized in 
archaeological studies and some case studies will be presented (Table 1). 
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Table 1 Some of the analytical techniques commonly utilized in archaelogical 
studies modified from Ricci (2017). 

Abbreviation Name  
 

Principle Sample 
Preparation 

Portable
-
Labrator
y 

X
R

F  

X
-r

ay
 F

lu
or

es
ce

nc
e 

Elemental quantitative and 
qualitative analysis can be 
performed.  
 
It uses high energy X-ray beam 
to excite the sample and 
measures the wavelength and 
energy of the characteristic 
radiations emitted from the 
atoms when they are coming 
back to the fundamental state. It 
is used for chemical analysis for 
the surface of ceramic glaze and 
body  

In the labratory 
you can make 
pellet samples 
(<65 micron 
sized powder 
samples) 
 
In-situ analyses 
dont require any 
sample 
preparation 
process 
 

Portable 
for in-situ 
measure
ments 
 
 
 
Labratory 
and in-
situ 

X
R

D
 

X
-r

ay
 D

iff
ra

ct
io

n 
 

Qualitative and semi-
quantitative analysis of the 
mineralogical composition. It is 
based 
constructive interference of 
monochromatic Xrays 
and a crystalline sample. One of 
the most useful technique to 
study the crystal stru cture and 
atomic spacing of the clay 
minerals.  

10-100 mg of 
homogenous 
powdered 
samples 

Labratory 

FT
-I

R
 

 

Fo
ur

ie
r-

T
ra

ns
fo

rm
 

In
fr

ar
ed

 
Sp

ec
tr

os
co

py
 

 

It is an absorption technique 
which can be used to identify 
chemical compounds and it 
provides information about the 
chemical bonding in both 
inorganic and organic materials.  
 

A few mg 
samples 
adequate 

Labratory 

R
am

an
 

R
am

an
  

Sp
ec

tr
os

co
py

 
 

It is an absorption technique, as 
FT-IR, for molecular 
identification based on inelastic 
scattering of monochromatic 
light. It allows to identify 
organic and inorganic materials 
and in the ceramic material 
studies it is used to detect 
minerals. 

There is no 
sample 
preparation 
process. It is not 
a destructive 
technique. 

Labratory 
and in-
situ 
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XRD & XRF (XRF, micro-XRF, P-XRF) 
One of the most commonly used techniques on the archaeological studies has 

been XRF. With the advancement of technology, micro-XRF and portable XRF 
devices have been developed. Portable X-Ray spectroscopy (p-XRF) is a 
technique utilized to detect and measure the chemical contents of the objects in 
excavation sites, museums and private collections, as it allows on-site analysis, 
is non-destructive and could make quick measurements (Şimşek et al., 2014). 

Tolun and Ay (2017) found ancient granite quarries in the Troas and Mysia 
Regions and Western Anatolia in their archeometry studies. Major and trace 
element chemistry was determined by XRF method and mineralogical 
petrographic examinations were examined under optical microscope (OM). As a 
result of this study, they determined that at least two different granite types were 
used in the Agora of Smyrna and the Ancient City of Tlos. 

The lack of detailed petrographic and mineralogical analysis and description 
of the natural geological building materials used in archaeological structures, the 
failure to use the correct rock or material during the restoration of such important 
structures, and the restoration of the building in different rocks instead of the 
rocks used in ancient times may cause the archaeological structure to turn into a 
building image outside of its primitive nature. 

In order to restore historical buildings correctly, documenting and recording 
the current state of the building and defining the building materials by making 
archeometric analyzes during the pre-restoration project preparation phase are the 
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substantial parameters. Recently, archaeometric studies regarding building 
materials are widely used to solve different problems on archaeological artifacts 
of different sizes and types (metal, glass, ceramics, stone, mortar, plaster) and 
building materials. Aydın, Tetiker, and Tanrıkulu (2019) conducted a 
comprehensive study in the Şanlıurfa-Hacı Yadigâr Mosque. In this study, 
analyzes were made on mortar, plaster, and stone samples taken from the mosque 
using optical petrographic, XRD, and P-XRF Methods. In the non-destructive 
sampling areas, only P-XRF analyzes were made. 

Optical microscope, XRD and micro-XRF methods were used in 
archaeometric studies for Early Roman ceramics in the Tarsus region (Akyol, 
Tekkök, Kadıoğlu, & Demirci, 2007). Thin sections of the obtained ceramic 
pieces were taken to show all layers from the outside to the inside, and 
petrographic examinations were made under an optical microscope. Thin sections 
were also prepared and studied for clay, (soil) sediment and stone samples. XRD 
analysis was performed to determine the mineral phases in soil and clay samples. 
Point Micro-XRF analysis, which is one of the non-destructive methods, was 
applied to determine the coloring matter in the glaze. Consequently, material 
characterization was made and sources were tried to be determined, the content 
and source of paint materials were determined, and the presence of local or non-
local ateliers was determined with geochemical methods. 

Ceramics composed of variety of clay minerals have a long history and are 
found in almost all societies. They do not deteriorate easily, and are often found 
in large quantities in archeological excavations. Clay minerals’ structures present 
in could be detected by XRD (Fig.1) and have frequently been used as a reference 
for the thermal treatment of ceramic objects since the distinct crystallographic 
phases of minerals be exposed to variations in clay bounding up with the firing 
temperature (Mangueira, Toledo, Teixeira, & Franco, 2011) 
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Fig. 1. X-Ray diffractograms of the outer, middle, and inner layers of the 

ceramic sample and the clay (Mangueira et al., 2011). 
 
In their study, Dirican, Atakuman, Biler, and Erdoğu present the first data of 

archaeometric studies carried out to determine the raw material sources and 
production techniques of pottery (ceramic), stone ax and chisel, marble, obsidian 
and some other stone findings unearthed in Gökçeada Uğurlu Höyük. For this 
purpose, after petrographic studies to determine the mineralogical and chemical 
properties of the raw material used in the production of the findings, XRD and P-
XRF methods are applied.  

In this study, although the source of ilmenite and smectites, which are the 
materials of pottery ceramics, was found on Gökçeada, the central source of the 
serpentinites determined in the structure of some materials could not be found 
around Gökçeada. However, the fact that the source of the obsidians was 
determined as Göllüdag and Nenezi Dağ in Central Anatolia makes this study 
interesting and clearly reveals the importance of geochemical analyzes in 
archaeological studies. 

 
LIBS & LA-ICP-MS 
LIBS is a very fast, sensitive and successful technique for qualitatively and 

quantitatively determining the elements in a given sample, and it was first applied 
in this field in 1963, right after the discovery of lasers (Miziolek, Palleschi, & 
Schechter, 2006). By using LIBS method, major, trace and even some rare earth 
elements (Na, Li) within the sample can be detected easily and fastly. Along with 
that, more detailed trace element contents can be determined with micro-LIBS 
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device. LIBS has recently been used frequently in geology studies because it does 
not require any sample preparation, can be applied on solid samples, and has 
advantages such as fast analysis and fast results (i.e. (Gençoğlu Korkmaz, 
Gündoğdu, Kılıç, & Kurt, 2021). LIBS can also be used with XRF or RAMAN 
to give more effective results. Recently, the Raman method is frequently 
preferred with LIBS in studies such as mineral determination, identification and 
classification of minerals, since no damage is caused to the samples to be 
analyzed and analyzes are carried out in an easy and practical way without sample 
preparation (Akçe & Kadıoğlu, 2020; Bazalgette Courrèges-Lacoste, Ahlers, & 
Pérez, 2007; Koralay & Kadioglu, 2015; Lu et al., 2015; Sharma, Misra, Lucey, 
Wiens, & Clegg, 2007; Yunfeng, Ying, Jingwen, Zhongchen, & Ying, 2015).  

LIBS is a widespread (Awasthi, Kumar, Rai, & Rai, 2016; Harmon et al., 
2018; Muhammed Shameem et al., 2020; Remus et al., 2010; Remus et al., 2012) 
and easy technique for analysis and characterization of the composition of a broad 
variety of objects of cultural heritage containing sculpture, painted artworks, 
polychromes, icons, pottery, and glass, metal, and stone artifacts.  Remus et al. 
(2012) tested whether the localities of obsidians taken from two different obsidian 
centers in California could be distinguished and to what extent sub-sources could 
be identified in each of these centers in their study on obsidians using the LIBS 
method (Fig. 2). Classification of samples was performed using PLSDA, a 
common chemometric technique to perform statistical regression on high-
dimensional data. Separation of samples from Coso Volcanic Field, Bodie Hills, 
and other large obsidian fields in north-central California has been demonstrated 
to be possible with greater than 90% accuracy using both spectral bands. Since 
obsidian is a high silica rhyolitic volcanic glass and almost every obsidian has a 
similar composition, it was preferred to determine the detection limits of trace 
elements with the LIBS method in order to be geochemically distinctive, thus 
determining the obsidian sources and sub-sources. 
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Fig. 2.  a) Al, Mg, Si, Ba, Ca, Ti, Fe, P spectra obtained as a result of LIBS 

analysis on obsidians, b) PCA distributions and discrimination diagram and c) 
PLSDA diagram Remus et al. (2012) modified. 

 
Restoration of archaeological metal objects includes a complex and multistep 

process that contains the object’s analysis, strengthening its surface and internal 
structure, corrosion stabilization, preservation, reconstruction of components, 
and replenishment of losses. Cleaning of abrasive layers has a critical role due to 
the possibility of removing contaminations, suggesting the shape of the object 
being restored and its technological and decorative features. Recent studies have 
recommended several methods for cleaning metal objects (Craddock, 2009; 
Scott, 1994). Laser cleaning is a promising approach, which can solve some 
complicated restoration tasks as the cleaning of objects with inlays. Fs lasers 
present pioneering cleaning facilities to reveal the information about the 
investigation of some historical materials such as coins (Abdel-Kareem, Al-
Zahrani, Khedr, & Harith, 2016), parchment papers (Walczak & Heald, 2008), 
wood or soil based cultural heritage objects (Kaminska et al., 2005). It has been 
presented that copper-zinc alloy coin determines optimal conditions for removal 
of acorroded layer. Korkmaz et al. (2022) utilized a historical coin, which was 
made of copper-zinc alloys was used for ablation process to investigate the 
effectiveness of 800nm wavelength for cleaning surface corroded layers (Fig. 3). 
Hence, a series of experiments were performed using laser power values ranging 
from 10-500 mW per pulse and several repetitive applications were executed to 
reach desired results. Experimental studies reveal that the best method applied on 
archaeological artifacts is mechanical cleaning without using chemicals. At the 
same time, it has the advantage of minimizing the risk of any layer or corrosion 
formation on the work because it is a recyclable work. For this reason, it is one 
of the most successful techniques among conservation methods, as it offers the 
opportunity to analyze again in the future. 
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Fig. 3.  Before and after photos of cleaning the surface of a historical coin 

collected in Konya region with Fs-LIBS (Korkmaz et al., 2022) 
 
It is commonly known that obsidian (volcanic glass) was used in the 

construction of many tools in archaeological periods. Erturac et al. (2012) 
performed some geochemical analysis (for 8 major oxides and 30 minor 
elements) using the LA-ICP-MS method of 200 samples taken from various 
levels of each obsidian outcrop in their study from the Göllüdağ Volcanic 
Complex (Central Anatolia).  

Obsidians, which can be found in 10-50 cm dimensions and do not contain 
devitrification products such as lithophytic and sphelurite (McPhie, 1993), and 
therefore observed as outcrops suitable for chipping, are defined as obsidian 
sources (OBS). Prehistoric obsidian workshops (chipping centers) are observed 
in many OBS environments around Göllüdağ (Balkan-Atlı et al., 2010). In this 
study, obsidians were classified as a result of spatial geochemical analyzes, their 
sources were determined and their relationships were revealed. This study clearly 
reveals that trade routes in the past could be determined by identifying and 
correlating material sources with detailed spatial analyzes of the materials and 
minerals with LA-ICP-MS. 

Galiová et al. (2010) have analyzed the dentin of a prehistoric bear (Ursus 
arctos) tooth by both LIBS and LA-ICP-MS (Fig. 4).  From an archaeological 
point of view, it has been possible to reconstruct the etiology of the brown bear 
fossil, ie nutrition, health and migration, based on the measurements made. The 
Sr=Ca and Sr=Ba profiles in the sample showed seasonal fluctuations, proving 
that this bear migrated between the location of the hibernaculum and the location 
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Fig. 4. Element mappings by using LA-ICP-MS and LIBS modified from 

Galiová et al. (2010) 
 
FT-IR & RAMAN 
FT-IR is an absorption technique which can be used to identify chemical 

compounds and it provides information about the chemical bonding in both 
inorganic and organic materials. Raman is an absorption technique, as FT-IR, for 
molecular identification based on inelastic scattering of monochromatic light. It 
allows to identify organic and inorganic materials and in the ceramic material 
studies it is used to detect minerals (Ricci, 2017). 

Point analysis, line length analysis, and mapping could be done with Confocal 
Raman spectroscopy (CRS). Generally, point analysis is applied in mineralogical 
determinations. Eroğlu, Bilgen, Yetiş, Kadıoğlu, and Deniz (2021) conducted a 
coprehensive study on Determination of Construction Materials of Karabuk 
Ovacik Çukur Mosque and in their study, the pigment structures used in the wall 
paintings of the building were determined. In addition, the FT-IR analysis 
technique was used to determine the binder that allows the material used in the 
paint samples to adhere to the surface. The analyzes of the pigment and possible 
binders in the paint samples taken from the south and west walls were generated. 
Moreover, FT-IR and CRS analyzes were applied to the red, yellow, blue, green, 
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brown, and black paint layer samples taken. In this study, data on aggregate 
binder ratios in mortar-plaster and gypsum, lime and cement contents in binders 
were obtained in detail. Rock types and building materials were characterized. In 
paints, pigments of natural and artificial origin and different types of organic 
binders (protein, oil and resin) are used; It is determined that modern paints are 
preferred in the decorations on the cement-based walls of the recent period. 

 
CONCLUSIONS 
Analytical techniques applied in archaeometric studies can be divided 

different subgroups in accordance with sample preparation process (the sampling 
strategy/non-destructive and destructive techniques), characterization and 
identification of the materials, conservation and preservation of the cultural 
assests, technology and techniques used. 

Considering the economic costs, an analytical method suitable for the purpose 
should be chosen, and a significant light should be enlighted on the history, 
together with developing techniques and technologies, by conducting studies in 
collaboration with other important sciences such as biology, chemistry and 
geology. 
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