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Advanced Perspectives on Thermal Management Solutions for Batteries 

and Supercapacitors 

Summary 

This study provides a comprehensive research of thermal management 

systems (BTM) for electrochemical energy storage, focusing on batteries and 

supercapacitors. It discusses various cooling strategies, including air, liquid, 

PCM, and hybrid-based systems, emphasizing their advantages, limitations, and 

applications. Phase change materials (PCMs) are highlighted for their energy-

saving and eco-friendly attributes, though their low thermal conductivity requires 

enhancement through nanomaterials such as metal foams and carbon nanotubes. 

Liquid cooling offers high heat transfer efficiency but presents challenges like 

leakage risks and added weight, while air cooling is cost-effective but limited by 

uneven temperature distribution. Hybrid systems that combine these methods 

show promise in achieving superior thermal performance. The study also 

explores innovative approaches, such as microchannel technologies, modular 

designs, and intelligent systems utilizing AI and machine learning, to optimize 

BTM efficiency. The findings underline the critical role of thermal management 

in enhancing the safety, performance, and lifespan of energy storage systems, 

with future research needed to expand applications and improve cost-

effectiveness and sustainability. 

Keywords: thermal management systems, supercapacitor, phase change 

materials, battery, cooling 

6



1. Introduction 

Over the past century, environmental degradation and the energy problem 

have arisen as significant worldwide challenges, with the transportation sector 

recognized as a primary contributor.  (Tie & Tan, 2013). The release of gases into 

the atmosphere due to fossil fuel consumption, coupled with health concerns 

associated with climate change, has driven researchers to explore more 

sustainable and environmentally friendly energy alternatives (Olabi, 2012; Olabi 

& Abdelkareem, 2022). This development has driven the automotive and 

engineering industries to focus on clean energy systems that utilize renewable 

energy sources (Sayed et al., 2021; WADA, 2009). Particularly for the 

transportation sector, electric vehicles hold the greatest potential for development 

due to their environmental friendliness, high efficiency, and sustainability 

advantages (Lyu et al., 2019; Oca, Guillet, Tessard, & Iraola, 2019; Xie, Ge, 

Zang, & Wang, 2017). With the rapid growth of emerging electric vehicles (EVs), 

the demand for high-energy-density power batteries is increasing at an 

accelerated pace (Fan et al., 2019), (Joris Jaguemont, Omar, Abdel-Monem, Van 

den Bossche, & Van Mierlo, 2018). Batteries are regarded as one of the most 

promising methods for storing and transmitting electrical energy (Abo-Khalil et 

al., 2022; Malinauskaite, Anguilano, & Rivera, 2021). To meet this growing 

demand, renewable energy sources such as solar, wind, hydro, and tidal energy 

represent significant solutions for achieving this goal (Chu & Majumdar, 2012; 

Ellabban, Abu-Rub, & Blaabjerg, 2014). However,  due to geographical 

limitations and the inherent variability of the energy they provide, these sources 

negatively impact storage cells and necessitate greater reliance on the electrical 

grid for connectivity (Adalati et al., 2022; Li, Ho, Xie, & Stern, 2022). Lithium-

ion batteries (LIBs) and supercapacitors (SCs) represent the predominant energy 

storage devices in current applications. (Pomerantseva, Bonaccorso, Feng, Cui, 

& Gogotsi, 2019). Compared to other types of energy storage, lithium-ion 

batteries are preferred in new energy vehicles due to their low self-discharge 

rates, long service life, and high power and energy densities (Jouhara et al., 2019; 

L. Wei et al., 2020). On the contrary, supercapacitors store energy at the electrode 

interface, providing greater energy density than conventional capacitors. 

Moreover, they surpass lithium-ion batteries in terms of power density, energy 

efficiency, durability over cycles, and safety features (Akkinepally et al., 2022; 

Peng et al., 2022). Furthermore, supercapacitors exhibit significant potential for 

widespread industrial utilization in diverse sectors, such as military transportation 

and power grid systems (Akkinepally et al., 2023). Nevertheless, deviations from 

the optimal temperature range can negatively influence the performance and 

longevity of both batteries and supercapacitors. These temperature fluctuations 
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may compromise their storage capacity, charging and discharging efficiency, 

operational reliability, and overall durability (Kang & Rizzoni, 2014; Rafik, 

Gualous, Gallay, Crausaz, & Berthon, 2007; Sun, Zhang, Wang, Xu, & Ma, 

2015). In addition, temperature differences between modules within a pack can 

disrupt electrical balance, thereby compromising the overall performance of the 

entire pack (Hameer & van Niekerk, 2015).  For instance, the solid electrolyte 

interphase (SEI) layer on the anode expands more rapidly at high temperatures, 

becomes more porous during fast charging, and loses stability. Thermal runaway, 

a major safety concern, progresses through a chain reaction in which the 

decomposition of battery components occurs in succession. This process can 

escalate to produce smoke, fire, or even explosions, posing significant hazards to 

both drivers and passengers. Additionally, uneven temperature distribution 

within a single cell causes disparities in electrochemical reaction rates, which in 

turn reduce battery lifespan and limit the efficient utilization of stored energy. 

(Cai, Xu, Liao, Su, & Weng, 2019). A 5°C change in temperature can reduce the 

capacity of a battery pack by 1.5-2% and its power capacity by up to 10%. 

Similarly, in SC applications, precise adjustment of internal temperature under 

various operating conditions is essential to understand and accurately model the 

heat generation rate within the capacitor for effective system integration. 

Moreover, improper temperature distribution among capacitors can lead to 

thermal runaway, which, as heat accumulates, may result in emissions or even 

explosions, posing significant safety risks to vehicles and passengers (X. Feng et 

al., 2018), (Lai et al., 2022; Xinglei Zhang, Wang, He, Hua, & Heng, 2017). 

Affordable and efficient thermal management systems are essential to ensure that 

the temperatures of capacitor cells and modules remain within the optimal 

operating range. The design of these systems requires careful consideration of the 

structure and spatial geometry of battery cells. Particularly in automotive 

applications, batteries are categorized into three levels: cell, module, and pack 

(Wu et al., 2019). To construct a high-capacity, large-scale battery pack, several 

lithium-ion cells are interconnected in series, parallel, or a hybrid form. Figure 1 

illustrates the impact of temperature on battery lifespan. 
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Figure 1. The effect of temperature on battery lifespan (Lawson, 2005) 

 

While high temperatures have detrimental effects on batteries, low 

temperatures also negatively impact their performance. Low temperatures 

impede battery performance in frigid environments by augmenting the viscosity 

of the electrolyte, hence diminishing ionic conductivity and elevating the internal 

resistance of the battery pack. (Ma et al., 2018; Olabi et al., 2022; Ouyang et al., 

2019). Additionally, a moderate temperature increase can offer certain 

advantages for SCs; however, their electrolyte is primarily formulated from 

mixtures of organic solvents, which begin to evaporate at an ambient temperature 

of 20°C. At higher temperatures, this evaporation tends to induce gas evolution 

(Apribowo, Sarjiya, Hadi, & Wijaya, 2022; Choudhari, Dhoble, & Sathe, 2020). 

At ambient temperatures exceeding 25°C, the lifespan of SCs diminishes by 50% 

for each 10°C rise (Schiffer, Linzen, & Sauer, 2006). Additionally, under 

relatively high ambient conditions or during high discharge rates, the internal 

temperature of SC modules similarly exhibits uneven distribution over extended 

periods. This uneven temperature distribution, particularly in areas with higher 

temperature gradients, leads to irregular performance among modules and 

individual units. The degradation rate of capacitors at high temperatures is 

significantly faster than at lower temperatures. Over time, physical discrepancies 

among capacitors become more pronounced, ultimately compromising 

consistency across the units, even if early failures occur. Therefore, measures to 

control temperature rise levels, along with limitations on charging and 

discharging power, must be implemented to ensure proper heat dissipation. 

Otherwise, excessive heating could degrade capacitor performance or even lead 

to thermal runaway. Despite this, SCs perform relatively well in low-temperature 

conditions, and no additional heating system is required unless the temperature 

drops below -40°C (Rashidi et al., 2022).   
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The heating of battery cells is an intrinsic process during charging and 

discharging cycles. However, abnormal temperature escalation can occur due to 

thermal runaway, a critical condition where heat rapidly spreads from a 

compromised cell to adjacent cells, potentially leading to ignition. When the cell 

temperature approaches 80°C, the solid electrolyte interphase (SEI) layer on the 

negatively charged anode begins to degrade. As the temperature rises to 100°C-

120°C, exothermic reactions in the electrolyte result in the release of various 

gases within the cell. Between 120°C and 130°C, the separator starts to 

deteriorate, allowing direct contact between the anode and cathode, which 

generates additional heat and causes an internal short circuit. At 130°C-150°C, 

the cathode begins to decompose, releasing oxygen. This oxygen release, in 

combination with other chemical reactions, facilitates combustion. If heat 

dissipation remains insufficient, temperatures between 150°C and 180°C can lead 

to thermal instability, triggering a state of thermal runaway (TR). This phase is 

characterized by the emission of flammable gases and the onset of self-sustained 

fire, with the entire process potentially unfolding in under 10 seconds. (Zavalis, 

Behm, & Lindbergh, 2012) and the amount of heat generated is approximately 

107 W/m³ (Xu, Lan, Qiao, & Ma, 2017). Therefore, depending on the battery's 

structure, operating environment, and type, the desired operating temperature 

range is between 15°C and 50°C, with a maximum temperature difference 

(𝛥𝑇max) of less than 5°C between modules to maintain uniform temperature 

distribution. Additionally, under normal operating conditions, the safety limit is 

considered to be 60°C (Qin et al., 2019).  

 

2. The Impact of Operating Temperature on Batteries 

Lithium-ion batteries, as previously mentioned in this study, operate within a 

narrow temperature range. When exposed to temperatures outside this range, their 

safety, performance, and lifespan are adversely affected. Battery performance 

deteriorates significantly under unfavorable conditions caused by improper 

storage or operating temperatures. Thermal runaway issues also become 

inevitable under certain extreme conditions. This section examines the 

detrimental effects of improper temperatures on batteries to better understand the 

importance of Battery Thermal Management (BTM). Performance degradation 

caused by high temperatures, as well as low temperatures and temperature 

imbalances, can result in unexpected thermal characteristics (H. Liu, Wei, He, & 

Zhao, 2017). The degradation mechanisms of lithium-ion cells are illustrated in 

Figure 2. 
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Figure 2. The consequences of high-temperature degradation in lithium-ion batteries (Birkl, 

Roberts, McTurk, Bruce, & Howey, 2017) 

 

As discussed earlier, solid electrolyte interphases (SEIs) undergo intensified 

reactions at elevated temperatures, leading to alterations in SEI composition and 

the release of gases. These reactions deplete active lithium ions, causing 

irreversible losses in capacity. (Rodrigues et al., 2017). On the cathode side, 

elevated temperatures exacerbate metal dissolution and oxygen release, further 

contributing to capacity reduction and irreversible performance deterioration. 

Beyond diminishing battery longevity and impairing capacity, prolonged 

operation under high-temperature conditions significantly jeopardizes the safety 

of the entire power system. Batteries operating at low temperatures experience a 

significant decline in performance, making them unsuitable for use in cold-

climate regions or high-altitude drones (J. Jaguemont, Boulon, & Dube, 2016). It 

is widely agreed that low temperatures have detrimental effects on battery 

performance, influencing parameters such as lifespan, round-trip efficiency, 

charge acceptance, and power and energy capacity (Burow et al., 2016; J. 

Jaguemont, Boulon, Venet, Dube, & Sari, 2015). When the temperature fall 

below -10°C, lithium-ion batteries experience a noticeable decline in both power 

and energy output. At extreme conditions, such as -40°C, these values plummet 

to merely 5% and 1.25% of their optimal performance at 20°C. Beyond ensuring 

functionality across varying temperatures, maintaining a consistent temperature 

distribution within the battery is crucial for stable operation. Uneven 

temperatures across cells, modules, or packs can disrupt electrochemical 

processes, causing irregular charging and discharging behaviors. This thermal 

inconsistency arises due to the distinct thermal properties and structural designs 

of the cell's internal components, leading to uneven heat generation and transfer. 

As a result, temperature gradients develop within the battery, further impacting 

its overall efficiency and reliability. (Wu, Wu, & Wang, 2018). Modules typically 
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consist of several cells; however, inevitable differences in internal resistance, 

capacity, and voltage exist among the cells (L. Lu, Han, Li, Hua, & Ouyang, 

2013). The discrepancies will result in varying discharge or charge behaviors of 

the cells, causing an uneven temperature distribution within the module. Feng and 

associates suggested a methodology to examine the effects of temperature 

disparity on the phase transitions of cells inside a battery pack. Their studies 

indicated that a temperature variation of 5°C might diminish the capacity of the 

battery pack by 1.5-2% (X. Feng et al., 2018). Internal malfunctions or short 

circuits within individual cells, combined with uneven heat distribution between 

the edges and central regions of modules, can result in the formation of localized 

hot spots within battery or supercapacitor packs. These thermal irregularities have 

the potential to trigger thermal runaway (TR), leading to severe failures with 

catastrophic consequences. Therefore, implementing an effective Battery 

Thermal Management (BTM) system is crucial. Such systems ensure the safe 

operation of energy storage packs and play a vital role in preserving optimal 

charge and discharge performance under operational conditions. 

 

3. Battery Thermal Management (BTM) 

Extensive studies on Battery Thermal Management (BTM) have focused on 

developing and implementing innovative technologies to regulate the thermal 

conditions of battery cells. By maintaining their temperature within an optimal 

range, these systems significantly enhance battery efficiency and functionality 

(Jouhara et al., 2019). Recently, research has increasingly focused on the cooling 

of electronic equipment and batteries, with studies conducted on air cooling, 

liquid cooling, nanofluids, and even vapor chamber technologies (Varol, Oztop, 

et al., 2025). BTM is critically important as temperature fluctuations directly 

affect the lifespan, power delivery, and overall reliability of battery cells. This 

research highlights commonly employed cooling strategies, including air cooling, 

liquid cooling, and phase change materials (PCMs), which are integral to modern 

battery thermal management systems (BTMs) (L. Feng et al., 2018).  Among 

these technologies, liquid and air cooling systems are the most widely adopted 

due to their simplicity and cost-effectiveness (H. Liu et al., 2017; Sabbah, Kizilel, 

Selman, & Al-Hallaj, 2008). Despite their practicality, air cooling systems suffer 

from inherent limitations such as low thermal conductivity and specific heat 

capacity, which result in suboptimal cooling performance. This limits their ability 

to effectively lower the maximum temperature and ensure uniform thermal 

distribution across the battery pack. Similarly, in supercapacitor systems, thermal 

management is crucial to maintain operational temperatures. Thermal 

management strategies are generally classified as either active or passive cooling 
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systems based on their reliance on external energy sources. Active cooling 

systems, commonly applied in air and liquid cooling, utilize external energy to 

drive pumps and fans, enabling fluid movement. This reliance creates a balance 

between the cooling performance achieved and the overall system efficiency 

(Wang, Jiang, Li, & Yan, 2016). In contrast, passive cooling systems rely on the 

inherent thermal properties of materials and device configurations to regulate 

temperature. These systems enable heat dissipation through mechanisms such as 

phase change materials (PCMs), which facilitate effective thermal management 

without external energy input. (Xinghui Zhang, Li, Luo, Fan, & Du, 2022). 

Thermal management systems equipped with more advanced equipment rely on 

external energy sources, consuming additional energy to achieve more intensive 

heat dissipation. On the other hand, thermal management systems without 

additional energy consumption allow specific goals to be met, such as balanced 

temperature distribution and responsive flexibility. Among various cooling 

methods, liquid cooling stands out as a highly efficient approach due to the 

superior thermal conductivity and specific heat capacity of liquids. Its 

effectiveness in dissipating heat ensures better thermal regulation compared to 

other strategies. Furthermore, liquid cooling systems are characterized by their 

compact design, enabling integration into space-constrained environments. These 

advantages make liquid cooling a widely preferred and versatile solution in 

thermal management applications. Table 1 provides a comparison of different 

BTM structures. 

Table 1. Comparison of Air, Liquid, and PCM Cooling Systems for BTM 

(M. Lu, Zhang, Ji, Xu, & Zhang, 2020; Shahjalal et al., 2021) 

Method Advantage Disadvantage 

Liquid 

cooling 

• Common cooling 

media such as ethylene glycol, 

water, acetone, and oil are 

effective in providing uniform 

temperature distribution and 

achieving superior cooling 

performance.  

• Liquid cooling systems 

excel in absorbing heat due to 

their higher heat transfer rates, 

greater mass flow rates, and 

superior specific heat 

capacities, ensuring efficient 

thermal management. 

• Complex design 

• It incurs higher installation 

costs compared to air cooling 

• Requires more components 

than air cooling, occupying more 

space and adding weight 

• Risk of leakage 

• Short system lifespan 

Air 

cooling 

• Cost-effectiveness • Efficiency is lower compared 

to other cooling systems because air 
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Table 1 reveals that each system exhibits its own set of advantages and 

disadvantages relative to the others. Generally, air cooling can be employed in 

environments where temperatures are not excessively high. PCM stands out due 

to its lightweight nature and environmental friendliness. Furthermore, designing 

the cooling configuration of a battery module requires comprehensive 

consideration of factors such as the type of cooling fluid, size, geometry, thermal 

properties, and electrochemical characteristics of the cells. Common cooling 

mediums include air, liquid, and phase change materials (PCMs), with their 

thermophysical properties presented in Table 2. 

Battery Thermal Management (BTM) systems employing different cooling 

media vary significantly in terms of usability, adaptability, heat transfer 

performance, maintenance requirements, lifespan, and cost-effectiveness, 

including both initial and annual expenses. Prismatic, pouch, and cylindrical cells 

are the most commonly used battery types in electric vehicles, each with distinct 

packaging densities and cooling configurations. For instance, the unique 

geometry of cylindrical cells results in lower packaging compactness compared 

to prismatic or pouch cells. Cell size also plays a critical role in internal 

temperature distribution; as cell size increases, the surface area-to-volume ratio 

• Occupies less space due 

to fewer components 

• Low maintenance and 

installation costs 

has a lower heat transfer coefficient 

and specific heat capacity compared 

to many other mediums 

• High electricity consumption 

is required for the fan 

• The battery pack is exposed to 

external pollutants and airborne dust, 

leading to performance degradation 

• Primarily dependent on 

ambient air temperature 

• Uneven temperature 

distribution 

PCM • Occupies less space 

compared to liquid and air 

cooling 

• Lightweight due to the 

minimal need for components 

• Does not consume any 

power 

• More environmentally 

friendly, efficient, and has green 

attributes 

• Low initial investment 

and maintenance costs 

• Despite its advantages, phase 

change materials (PCMs) exhibit low 

thermal conductivity, which can limit 

their heat transfer efficiency.  

• Once  the material undergoes 

a complete phase change, its ability to 

regulate temperature diminishes, 

posing challenges for continuous 

operation.  

• There is a risk of leakage  

• The possibility of overcooling 

exists 
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decreases, leading to greater heat retention and a more pronounced temperature 

gradient. However, appropriately scaling cell size can enhance energy density 

and lower production costs, providing a balance between thermal management 

and economic efficiency (Xia, Cao, & Bi, 2017). 

 

Table 2. Thermophysical properties of different coolants (G.H. Kim, 2006; 

Sabbah et al., 2008; van Gils, Danilov, Notten, Speetjens, & Nijmeijer, 2014) 

Property Air Min

eral Oil 

Water/Gl

ycol 

PCM - 

Composite 

Nov

ec 7000 

Density 

(kg×m-3) 

1.225 924.

1 

1069 866 1400 

Specific Heat 

Capacity (J×kg-

1×K-1) 

1006 190

0 

3323 1980 1300 

Thermal 

Conductivity 

(W×m-1×K-1) 

0.024

2 

0.13 0.3892 16.6 0.07

5 

Kinematic 

Viscosity (m2×s-1) 

1.46×

10-5 

5.6×

10-5 

2.58×10-6 - 3.2×

10-7 

 

3.1. Air-Based Battery Thermal Management System 

Air-based cooling is among the most prevalent thermal management 

technologies, utilized in a wide range of applications, including residential 

systems, vehicles, and computer cooling. In air-based Battery Thermal 

Management Systems (BTMS), there are two primary methods: forced and 

natural convection. Forced air convection relies on energy-driven mechanisms to 

circulate air around the battery pack, ensuring efficient heat transfer. In contrast, 

natural convection utilizes the natural movement of air without additional energy 

input, relying on temperature gradients to facilitate airflow around the battery 

pack. (Al-Zareer, Dincer, & Rosen, 2018). Active cooling systems differ from 

passive ones by sourcing pre-conditioned air from air conditioning or heating 

units, rather than drawing air directly from the cabin or atmosphere. Active 

systems provide significantly higher heating or cooling capacities, delivering up 

to 1 kW of power, compared to the approximately 100 watts typical of passive 

systems. A visual representation of these two systems is shown in Figure 3.  
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Figure 3. Battery thermal management in air-based cooling systems (Rao & Wang, 2011) 

 

Both active and passive systems require key components, such as external 

power sources, fans, and heaters (for active systems), to enable effective cooling. 

Air, often driven by multiple fans, is directed across the surfaces of cells, 

providing direct cooling. Cooling configurations in these systems are typically 

arranged in series, parallel, or mixed series-parallel setups. Similarly, air-based 

BTMS is extensively used for supercapacitors (SCs). In these systems, air from 

the external environment or vehicle is guided through flow channels, where it 

comes into direct contact with the surface of the SC module. Among these 

methods, forced air convection is the most accessible, utilizing fans to circulate 

air effectively (Ianniciello, Biwolé, & Achard, 2018). Wind generated by vehicle 

motion aids in dissipating heat from batteries or capacitors within the cabin via 

exhaust fans. Increasing the airflow volume effectively lowers peak temperatures. 

Forced air convection enhances the convective heat transfer coefficient, 

maintaining optimal operating temperatures for batteries or capacitors. This 

method is particularly favored for cooling capacitors, offering greater reliability 

and significantly improved heat dissipation compared to natural convection 

approaches. (Xia et al., 2017). Although these systems are highly sensitive to the 

design of air channels and often face challenges in achieving a uniform flow field, 

they commonly result in uneven temperature distribution among capacitors. To 

mitigate these inconsistencies, researchers worldwide have explored various 

alternative approaches to improve temperature uniformity, emphasizing aspects 

such as the spacing between capacitors, air flow direction, and fan positioning 

(Soltani et al., 2019; Voicu, Rizk, Louahlia, Bode, & Gualous, 2019; Xinglei 

Zhang et al., 2017).  

16



3.2. Liquid-Based Battery Thermal Management System 

The liquid cooling system is a type of conventional active cooling system that 

typically uses mediums such as mineral oil or water as the working fluid (Zhi et 

al., 2022).  The liquid cooling system operates by relying on the movement of 

fluid around the surrounding cells to transfer heat. Due to the relatively high 

thermal diffusivity of heat from the liquid, it is more efficient than air cooling. 

Depending on the type of liquid used, various configurations can be designed. 

When using direct-contact liquids, modules are typically immersed in mineral oil. 

For indirect-contact liquids, several arrangements are possible: individual tubes 

surrounding each module, battery modules encased in jackets, modules integrated 

with plates and cooling/heating fins, or modules placed on heating/cooling plates. 

Indirect-contact cooling solutions are often favored as they provide greater 

isolation between the battery module and the surrounding environment, thereby 

enhancing safety and reliability. Liquid cooling systems, a widely used approach, 

are classified as active or passive depending on the type of heat sink employed. 

In passive liquid cooling systems, the heat sink typically consists of a radiator 

that facilitates heat dissipation but lacks the capability to provide heating. A 

closed-loop system circulates the heat transfer fluid using a pump, enabling the 

fluid to absorb heat from the battery pack and release it through the radiator. The 

effectiveness of passive liquid cooling is heavily influenced by the temperature 

gradient between the battery and the ambient air. Radiators equipped with fans 

can enhance cooling performance; however, when the temperature difference is 

minimal or the ambient air temperature exceeds the battery temperature, passive 

systems may fail to provide adequate cooling. In comparison, direct oil cooling—

despite operating at a lower flow rate to optimize the balance between pressure 

drop and thermal efficiency-demonstrates superior thermal performance over 

direct air cooling methods. 

The battery temperature in liquid cooling systems can be managed with 2-3 

times less energy compared to air cooling systems. However, the disadvantages 

of liquid cooling systems include added weight, increased complexity, leakage 

risks, and additional costs (C. Zhao et al., 2020), (Lv et al., 2019).  Maintaining 

the circulation of liquid at the required flow rate consumes additional power, 

increasing the vehicle's energy usage. Liquid-based direct cooling is rarely used 

in the BTMs of mass-produced EVs, largely due to safety concerns and limited 

awareness of its potential benefits. 

 

3.3. Phase Change Material (PCM)-Based Cooling 

PCM cooling is a passive cooling technique that preserves parasitic power, 

thereby enhancing the range of electric vehicles. PCM is compact, economical, 
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has a high energy storage density, and has substantial energy-saving benefits. It 

plays a crucial role in applications such as peak power shifting, waste heat 

recovery, solar energy storage, building energy efficiency, cold chain logistics, 

and other energy-related uses. Furthermore, PCM absorbs and releases 

substantial heat during its phase change, facilitating temperature regulation of the 

surrounding environment. In contrast to conventional temperature control 

methods like active air cooling and circulating liquid cooling, PCM-based 

temperature control technology provides enhanced temperature management, is 

environmentally sustainable, highly efficient, and possesses eco-friendly 

characteristics (Huang, Cheng, & Zhao, 2019; Verma, Shashidhara, & Rakshit, 

2019). The melting process remains near the phase change temperature for a 

prolonged period, as shown in Figure 4. 

 

 
Figure 4. Feature of PCM based system 

 

The latent heat property of PCM effectively regulates the operating 

temperature of cells within the desired range. This thermal reserve is driven by 

the energy absorbed or released during the phase change process. As PCM 

transitions between phases, it absorbs or releases substantial heat when the 

temperature reaches a specific threshold, enabling efficient thermal management. 

(Zhi et al., 2022). Paraffin wax is one of the most commonly used PCMs in 

thermal management systems due to its cost-effectiveness, chemical stability, and 

durability. However, the inherently low thermal conductivity of PCMs leads to 

heat saturation, limiting their effectiveness. BTMS relying solely on pure PCMs 

are insufficient for prolonged operation in high-power batteries, failing to 

adequately regulate temperatures. To address this challenge, researchers have 

developed advanced composite energy storage materials by incorporating high 

thermal conductivity components such as metal foams, expanded graphite, 

carbon nanotubes, and porous materials, significantly improving PCM 
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performance. (J. Chen et al., 2019). In contrast to conventional thermal 

management techniques like air and liquid cooling, the investigation into the 

utilization of phase change materials in battery thermal management systems 

commenced comparatively later. Nonetheless, PCM-based battery thermal 

management systems demonstrate extensive application potential and provide 

exceptionally promising performance. 

 

4. Numerical and Experimental Studies on BTM in the Literature 

Xia et al. (B. W. Liu, Wang, & Yuan, 2014), Cooling channels were designed 

for capacitor packs incorporating both parallel and series connections. These 

packs comprise six modules, each containing 15 capacitor cells, for a total of 90 

cells connected in series. The heat dissipation system features a central air inlet 

and outlets on both sides, providing adequate airflow through each capacitor and 

efficiently removing generated heat. Results showed that this configuration 

maintained a maximum temperature variation of 5°C within the capacitor packs, 

ensuring thermal equilibrium and stable operating temperatures. Hybrid cooling 

methods, which are commonly used in electric vehicles with several dozen units, 

help avoid the placement of excessive devices in a single row. Additionally, the 

significantly shorter paths for coolant movement can mitigate issues related to 

temperature non-uniformity. 

Mahamud et al. (Mahamud & Park, 2011), introduced an alternative air 

cooling approach for an aligned battery bank configuration and conducted two-

dimensional computational fluid dynamics (CFD) simulations. Numerical results 

indicated that alternating flow conditions significantly improved thermal 

management compared to unidirectional flow. Specifically, alternating flow 

reduced the cell temperature difference in the battery system by approximately 

4°C, representing a 72% reduction, and decreased the maximum cell temperature 

by 1.5°C for a motion period of τ = 120 seconds. This improvement was attributed 

to the periodic reversal of flow direction, which redistributes and disrupts thermal 

boundary layers on the cells, enhancing heat dissipation. Chen (K. Chen, Song, 

Wei, & Wang, 2018), substantially enhanced the cooling effectiveness of a U-

flow parallel air-cooled Battery Thermal Management System by adjusting the 

dimensions of airflow inlets and outputs. Upon discharging the optimized battery 

pack at a 5C pace, the temperature differential across battery cells diminished by 

70%, and power usage decreased by 32%. The efficacy of this strategy was 

observed to be significantly enhanced with alterations in battery spacing. 

In the study conducted by Kong et al. (Kong et al., 2020), an integrated model 

of a composite PCM and liquid cooling-based thermal management system was 

developed. The simulation results demonstrated that the system exhibited 
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excellent thermal performance at an ambient temperature of 30 °C. As illustrated 

in Figure 5, the maximum surface temperature and the maximum temperature 

difference of the battery pack were maintained at 41.1 °C and 4 °C, respectively, 

at the end of the 3C discharge. These findings underscore the significant role of 

composite PCM in regulating the temperature of battery cells effectively. 

Furthermore, the study proposed a liquid cooling strategy that optimizes the flow 

rate and inlet temperature of the coolant by monitoring the PCM and ambient 

temperatures. This strategy not only enhanced the thermal performance of the 

battery pack during cycling under varying ambient conditions but also 

significantly reduced the power consumption of the liquid cooling process. 

 

 
Figure 5. Contours of battery temperatures for three different thermal management systems 

(Kong et al., 2020) 

 

Zhao (J. Zhao, Rao, & Li, 2015), presented a cylindrical battery cooling 

technique utilizing a microchannel liquid cooling cylinder (LCC). With a 

minimum of four microchannels and an inlet mass flow rate regulated at 1103 

kg/s, the maximum temperature of the battery module remained below 40°C. 

With the rise in the number of microchannels in the LCC, the maximum 

temperature progressively diminished; however, it is advised not to exceed eight 

channels. 

As evident from the literature, various methods have been employed to study 

battery thermal management systems. Additionally, numerical and experimental 

studies utilizing systems such as nanofluids, heat pipes, and vapor chambers have 

also been conducted (Jilte, Kumar, & Ahmadi, 2019; Liang, Gan, & Li, 2018; 

Mashayekhi, Houshfar, & Ashjaee, 2020; Varol, Coşanay, et al., 2025; A. Wei, 

Qu, Qiu, Wang, & Cao, 2019). 

 

5. Conclusions  

This review discusses various cooling strategies for the development of BTM, 

including liquid, air, PCM, and hybrid-based cooling approaches, highlighting 

the latest studies in each sector to provide recommendations for optimal thermal 
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management systems. The thermal management of electrochemical energy 

storage systems is critically important for optimizing the safety, performance, and 

lifespan of batteries and supercapacitors. The study addresses phase change 

materials (PCMs), liquid cooling, and air cooling systems, each aiming to 

enhance the efficiency of thermal management systems through their distinct 

advantages and disadvantages. Notably, PCM-based systems offer energy-saving 

and environmentally friendly features due to their latent heat capacity. However, 

limitations such as low thermal conductivity and phase change saturation 

underline the importance of incorporating performance-enhancing nanomaterials.  

Liquid cooling systems, with their high heat transfer efficiency and compact 

structure, are advantageous in high-power applications, though issues like 

leakage risk and added weight present practical limitations. Air cooling, on the 

other hand, offers low cost, simple installation, and reliability but is constrained 

by its low heat transfer coefficient and uneven temperature distribution. This 

suggests a need for optimizing fan speeds, developing flow-guidance designs, 

and pursuing innovative approaches to enhance airflow uniformity. Recent 

studies in the literature indicate that forced convection systems are more effective 

than natural convection systems and that hybrid solutions can further enhance 

performance.  

Supercapacitors (SCs) surpass batteries in terms of power density and high 

charge/discharge rates, which have attracted considerable attention. However, 

their usage remains impacted by performance and safety concerns. Furthermore, 

SCs have specific operational temperature requirements, necessitating a better 

understanding and regulation of the thermal effects surrounding them. 

A review of the literature reveals a growing interest in innovative materials 

and methods in thermal management systems. Particularly, integrating PCM-

based systems with metal foams, expanded graphite, and carbon nanotubes shows 

potential for addressing the issue of low thermal conductivity. Additionally, the 

development of hybrid systems that combine different cooling methods offers 

advantages in both cost and performance. Future research should focus on testing 

these hybrid systems across a broader range of energy densities and power levels. 

Moreover, numerical and experimental modeling studies provide valuable tools 

for optimizing the performance of these systems. 

Future research can focus on the following areas: 

1) Hybrid Cooling Systems: By combining air, liquid, and PCM cooling 

methods, more uniform temperature distribution and higher heat transfer capacity 

can be achieved. Optimizing hybrid systems for low power consumption would 

be particularly advantageous for electric vehicles. 
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2) Intelligent Thermal Management Systems: Leveraging artificial 

intelligence and machine learning algorithms could enable the design of thermal 

management systems capable of adapting to dynamic operating conditions. Such 

systems could enhance energy efficiency by relying on real-time temperature data 

from the battery. 

3) Microchannel Liquid Cooling Technologies: These technologies are 

especially effective in ensuring uniform temperature distribution in high-energy-

density battery modules. Studies on prismatic cells have shown that the number 

and arrangement of microchannels directly impact the thermal balance of the 

module. The scalability of this technology for smaller applications and its 

integration with nanofluids could offer innovative solutions for high-performance 

battery systems. 

4) Modular Designs for Energy Storage Systems: Innovative designs at the 

cell, module, and pack levels should be developed to improve temperature 

homogeneity. In particular, designs must be optimized to prevent thermal 

imbalances between cells. 

One of the innovative findings of this study is that no single cooling method 

can meet all requirements, underscoring the potential of hybrid approaches. 

Furthermore, future research should not only aim to enhance system performance 

but also consider cost-effectiveness and environmental sustainability. Such a 

comprehensive approach would enable the safer, more efficient, and 

environmentally friendly utilization of energy storage systems. 
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Introduction 

As the global population continues to grow, so does the challenge of 

managing solid waste. Traditional waste disposal methods, such as landfilling 

and incineration, are increasingly seen as unsustainable due to their 

environmental impacts and limited capacity. However, an innovative solution is 

emerging: converting solid waste into energy. This process not only helps 

manage waste but also provides a renewable energy source, contributing to the 

global shift towards sustainable energy systems. 

The World Bank estimates that by 2050, global waste generation will reach 

3.4 billion tons annually. As urbanization increases, so does the volume of 

waste produced per capita.  

The global average for waste generation is approximately 0.74 kg/capita/day, 

with variations from country to country ranging from 0.11 to 4.54 

kg/capita/day. Municipal solid waste generation is expected to exceed 2.2 

billion tonnes by 2025, with more than a third of this waste going uncollected 

(1). According to the World Bank, 4.3 billion urban dwellers are expected to 

produce 1.42 kg of waste per person per day by 2025 (2-3). 

Traditional waste management practices are becoming inadequate, leading to 

overflowing landfills, increased greenhouse gas emissions, and pollution. In this 

context, energy production from solid waste offers a dual benefit: reducing 

waste and generating electricity or heat. 

 

Methods of Energy Production from Solid Waste 

Several technologies exist for converting solid waste into energy, each with 

its unique processes, advantages, and challenges: 

 

1. Anaerobic Digestion 

Anaerobic digestion involves the breakdown of organic materials by 

microorganisms in the absence of oxygen. This process produces biogas, 

primarily composed of methane, which can be used to generate electricity or 

heat. This method is particularly effective for food waste, agricultural residues, 

and certain types of industrial waste. 

 

2. Incineration 

Incineration involves burning solid waste at high temperatures to reduce its 

volume and generate energy. The heat produced can be used to produce steam, 

which drives turbines to generate electricity. While this method significantly 

reduces waste volume, it raises concerns about air pollution and the need for 

stringent emissions controls. 
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3. Gasification and Pyrolysis 

Gasification and pyrolysis are thermal processes that decompose organic 

material at high temperatures in a low-oxygen environment. Gasification 

converts waste into syngas (a mixture of hydrogen and carbon monoxide), 

which can be further processed into electricity or fuels. Pyrolysis, on the other 

hand, produces bio-oil and char, which can be used as fuel or for other 

applications. 

 

4. Fermentation 

Fermentation is another method to convert organic waste into energy. This 

process, typically involving the anaerobic breakdown of carbohydrates, results 

in the production of bioethanol, which can be used as a renewable fuel source 

(4-5). 

 

Benefits of Energy Production from Solid Waste 

 

1. Waste Reduction 

By converting waste into energy, these technologies help reduce the volume 

of waste sent to landfills, thus prolonging their lifespan and minimizing 

environmental impacts. 

 

2. Renewable Energy Generation 

Energy produced from solid waste is considered renewable, as it utilizes 

materials that would otherwise contribute to pollution. This can significantly 

reduce reliance on fossil fuels, helping to mitigate climate change. 

 

3. Economic Opportunities 

Developing waste-to-energy facilities can create jobs in construction, 

operation, and maintenance, contributing to local economies. Additionally, it 

can stimulate investment in new technologies and infrastructure. 

 

4. Energy Security 

Utilizing locally generated energy from waste can enhance energy security 

by reducing dependence on imported fuels. This is particularly relevant for 

countries with limited natural resources. 

 

Challenges and Considerations 

Despite its potential, energy production from solid waste faces several 

challenges: 
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1. Public Perception 

Public opposition to waste-to-energy facilities often stems from concerns 

about pollution, odor, and health risks. Effective communication and 

community engagement are crucial to address these issues. 

 

2. Regulatory Frameworks 

Robust regulations are necessary to ensure that waste-to-energy technologies 

operate safely and sustainably. Policymakers must balance environmental 

protection with the need for energy production. 

 

3. Economic Viability 

The initial investment in waste-to-energy technology can be substantial. 

Financial incentives, subsidies, and public-private partnerships may be needed 

to support the development of these projects. 

 

Muğla Province Solid Waste Data 

Muğla is a province of Turkey. The province centered on Muğla has a 

population of 1,066,736 people according to the results of 2023 [6]. It is a 

settlement in the Aegean Region, a small part of which falls within the 

Mediterranean Region, famous for its holiday regions such as Ortaca, Dalaman, 

Köyceğiz, Fethiye, Marmaris, Milas, Datça and Bodrum. There are 13 districts 

in the province. 
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Table 1. The Amount of Municipal Waste Collected by Provincial/District 

Municipalities and Managed by Local Administrations (Metropolitan 

municipality/ municipality/unions) and collection, transport and disposal 

methods (7). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Metr

opolitan 

/

City/

Distri

ct 

Coun

cil or  

Produ

ced Waste 

The 

amount of 

(tons/day ) 

Collected 

Waste The 

amount of 

(tons/day) 

Available Council Waste Management The facility 

 Summer Winter Organised 

But the 

warehouse 

Front 

Process 

(Mechanical 

Separation/ 

Bio drying / 

Compost/ 

Burn m Order you  

 

Breakdown 

Wareho

use The gas 

from 

Energy 

Production 

BASEMENT 560.5* 651* 470* None None None There is None 

MILAS 253 260 247 There is There is None None There is 

YATAGA

N 

KAVAKLI  

STREAM 

HINGE 

192 189 196 There is There is None None There is 
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157 162 152 There is None None None There is 
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Table 2. Solid Waste Composition in Mugla (7). 

Waste Component- 2021 Summ

er % 

Winte

r % 

Average 

% 

Kitchen Waste 43.68 46.54 45.11 

Paper 5.08 6.21 5.64 

Cardboard 7.05 5.45 6.25 

Voluminous Cardboard 2.13 2.66 2.39 

Plastic 14.63 10.50 12.57 

Pine 8.36 8.56 8.46 

Metal 2.79 2.37 2.58 

Voluminous Metal 0.41 0.27 0.34 

Waste Electrical-Electronics Equipment 0.95 0.69 0.82 

Dangerous Waste 0.00 0.00 0.00 

Park And Green Waste 6.27 9.68 7.98 

Other Unburnt Waste 0.80 1.03 0.92 

Other Flammable Waste 6.76 4.99 5.88 

Other Burnable Voluminous Waste 0.62 0.53 0.57 

Other Unburnt Voluminous Waste 0.00 0.02 0.01 

Other (Above Groups Not including) 0.47 0.50 0.48 

Total       100.0%      100.0%       100.0% 

 

Domestic solid wastes generated throughout the province of Muğla are 

collected by district municipalities and brought to waste disposal facilities. The 

disposal of solid wastes generated throughout the province of Muğla is provided 

by the Muğla Metropolitan Municipality with 6 Regular Storage Facilities 

located in the districts of Ortaca, Fethiye, Marmaris, Datça, Menteşe and Milas 

and 1 Transfer Station located in the district of Yatağan. 

In 2021; 

Solid Waste Regular Storage Facility of Ortaca, 50,704.83 tons/year 

Solid Waste Regular Storage Facility of Fethiye, 122,584.50 tons/year, 

Solid Waste Regular Storage Facility of Marmaris, 78,103.85 tons/year, 
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Solid Waste Regular Storage Facility of Datça, 23,257.59 tons/year, 

In Menteşe Solid Waste Regular Storage Facility, 74,754.55 tons/yea, 

65,754.84 tons/year of waste was disposed of in Milas Solid Waste Regular 

Storage Facility (7). 

 

 

 
Figure 1. Solid waste amounts by month in in solid waste disposal facilities 

in 2021 (7). 

 

In total, 415,160.16 tons/year of domestic waste was disposed of throughout 

Mugla Province. 

 

Solid Waste Energy Production in Mugla Province  

Methane gas generated as a result of the disposal process is collected in 

Ortaca, Fethiye, Marmaris, Menteşe and Milas Solid Waste Regular Storage 

Facilities and converted into electrical energy in Biomass Energy Plants. Total 

energy production of Biomass Power Plants in 2021 is 40,366,350 kW. 

The energy produced by five solid waste facilities provides a serious energy 

potential in the region. The energy produced by these facilities can provide 

energy input to housing, agriculture (greenhouse activities) and industrial 

facilities. Roughly, the energy needs of approximately 850,000 homes can be 

met. Considering the energy needs of the region, it is seen as a very important 

energy source. 

 

 

 

38



Table 3. Biomass The facility Energy Production (7). 

2021 Year Biomass The facility Energy Production (kW) 
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77 
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22 

11,550,6

04 

7,388,0

60 

5,852,7

87 

 

 

Conclusion 

Solid waste-to-energy production offers a promising path for sustainable 

energy solutions. It is also an important solution to cope with environmental 

problems and meet energy needs. By transforming waste into a valuable 

resource, we can overcome the dual challenges of waste management and 

energy production. Technological developments contribute to this. As 

technologies advance and public awareness increases, the transition to a circular 

economy that uses waste as a resource will become increasingly feasible. 

Embracing this change will not only benefit the environment, but also promote 

economic growth and energy security for future generations. In this context, it is 

important to convert waste into energy sources for a sustainable world in green 

energy. In the province of Mugla, projects in the recovery and conversion of 

waste into energy should continue to increase. 
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Abstract  

In the 2015 Paris Agreement, many countries committed to limit global 

average temperature increases to quite below 2°C under pre-industrial levels and 

set net-zero emissions targets. To achieve climate neutrality under sustainable 

development goals, all countries need to work together for the standardization of 

greenhouse gas mitigation policies on a global scale through multinational 

cooperations such as emission trading. Encouraging modes such as public 

transportation that will result in a lower carbon footprint instead of private vehicle 

use, creating incentive mechanisms such as tax deductions for the use of electric 

vehicles instead of fossil fuel vehicles, ensuring the widespread utilization of 

renewable energy sources rather than coal and natural gas sources in energy 

generation, providing the necessary services for the development and 

dissemination of carbon capture and utilization processes can be evaluated in the 

context of the measures to be implemented by the governments of the countries 

and the mandatory climate policies that the countries must implement reaching 

net zero carbon emission targets by 2050. In this paper, the countries with the 

highest CO2 emissions in recent years and tended to increase in terms of CO2 

emissions compared to previous years were examined in terms of their 

commitments regarding the climate policies existing or planned to combat global 

climate change. The emission reduction policies of the countries summarized 

here are expected to offer alternative solutions, especially for countries with 

similar emission sources and trends, and to inform policymakers and decision-

makers.  

Keywords: Climate Policies, Climate Change, Sustainable Development 

Goal, Multinational Cooperation, SDG 13 
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1. Introduction 

Climate change, one of the major issues that the world faces due to its negative 

consequences in the twenty-first century, is defined as a change in climate in 

which variable climatic values like temperature and precipitation patterns in a 

specific location change significantly in comparison to previous values 

(Ridhosari & Rahman, 2020; Ellouz & Barkouti, 2022). Intergovernmental Panel 

on Climate Change (IPCC) established by the United Nations Environmental 

Protection Agency (UNEP) in collaboration with the World Meteorological 

Agency expressed in its first assessment report in 1990 that the Earth's 

temperature had increased by 0.3-0.6°C over the past hundred years (IPCC, 

1990). When we address today’s current status, according to the synthesis report 

published by IPCC in 2023, it is stated that global surface temperatures in the first 

twenty years of the 21st century reached 0.99 °C, which is higher than the period 

between 1850 and 1900 (IPCC, 2023).  

Climate change shows itself with indicators such as increasing surface 

temperatures, heavy weather events, stratospheric ozone depletion, melting of the 

glaciers, and an increase in sea levels. The most important reason for these 

consequences is primarily based on anthropogenic activities which particularly 

give rise to increasing in the concentration of greenhouse gases, such as CO2 

(carbon dioxide), CH4 (methane), NOx (nitrogen oxides), and 

chlorofluorocarbons (CFCs) accumulating in the atmosphere (IPCC, 2013; 

Adedeji et al., 2014; Altug & Ozkan, 2015). 

It is a well-known fact that human-induced activities including electricity 

generation, heating needs, rapid urbanization, and fossil fuel usage trigger 

significantly the release of greenhouse gas (GHG) emissions into the atmosphere 

(IPCC, 2023). Among these, the last one is the most important key contributor to 

CO2 emissions. In each of the stages of fossil fuel extraction and utilization as 

energy, a variety of adverse impacts on public health, extinction of species, food 

security, agricultural productivity, terrestrial and marine ecosystems are 

inevitably present. These negative impacts make it difficult to reach the 

Sustainable Development Goals which cover sustainability from the equality of 

gender to the prevention of environmental pollution (Balat 2007; IPCC, 2023).  

Sustainable development is an ambiguous term which can be interpreted in 

many ways (Ross 2009). The concept of sustainability, which first emerged in the 

18th century, came together with the term “development” at the end of the 1980s 

(Scoones, 2016) and formed the most widely used aspect in the Brundtland report 

issued by the World Commission on Environment and Development (WCED) in 

1987 which is "meeting the needs of the present without compromising the ability 
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of future generations to meet their own needs"(WCED, note 3 above, page 8; 

Robert et.al., 2005). 

At the United Nations Conference on Environment and Development 

(UNCED) held in Rio de Janeiro in 1992, the United Nations Sustainable 

Development Commission (CSD) was established to assure the effective 

monitoring of the UNCED, and many principles have been adopted for countries 

to exhibit an environmentally friendly approach (RDED, 1992; Parris & Kates., 

2003). Following this, the Open Working Group formed by the UN General 

Assembly endorsed The Agenda 2030: UN Sustainable Development Goals 

(SDGs) in New York, which covers environmental, economic, and social aspects 

and expresses the way to achieve world peace and prosperity. These SDGs 

comprise 17 goals and 169 targets, in particular climate action, affordable and 

clean energy, and clean water sanitation which are of crucial importance in 

combatting global climate change (Owusu- Sarkodie, 2016; Olabi et.al., 2022; 

Nerini et.al., 2019). 

Since the Paris Agreement and the European Union Green Deal, many 

countries have presented various commitments every year to actively play a role 

in the fight against global climate change to reach sustainability and carbon 

neutrality. One of the objectives of the current review paper is to examine and 

evaluate the strategies of the countries to be taken by the governments’ decision-

makers to provide net zero carbon emission targets. On the one hand, 

undoubtedly, when the three aspects of the concept of sustainability, namely 

environment, economy, and society, are evaluated together, it is obvious that 

multinational companies play a critical role in the fight against climate change. 

In this regard, this paper aims to stress the significance of multinational 

cooperation on global climate change, the present study covers the decision-

making mechanisms based on the interactions between the governments to adapt 

and mitigate the climate change effects. To summarize, this section will try to 

answer the questions of to what extent multinational companies contribute to the 

achievement of SDGs, especially within the scope of climate action policies, and 

also what is the relationship between the policies of countries for net zero 

emissions and their achievements. 

 

2. Climate Action and Sustainable Development Goals 

Climate change affects fundamental natural and human living requirements 

and thus the pillars of social and economic development. Although Sustainable 

Development Goals and Climate Change seem like two different concepts, they 

have many common points and are in a dual relationship. Priorities of community 

for sustainable development affect both greenhouse gas emissions triggering 
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global climate change and climate vulnerability. To make climate policies more 

effective, they should progress together with the strategies prepared in line with 

the SDGs. Hence, measures to be taken for the prevention of climate change can 

help countries' socioeconomic development by affecting their ability to achieve 

SDGs. In addition, the pursuit of SDGs will positively accelerate the 

opportunities and success of climate policies. However, it should not be forgotten 

that these mutual effects can be positive as well as negative consequences if the 

processes are not managed correctly (IPCC 2007; Nerini et.al., 2019). It is 

mentioned in the Nationally Determined Contributions (NDCs) of the countries 

committed under the Paris Agreement that coordinated approaches for climate 

change mitigation policies are required by ensuring integrated planning and 

intersectoral alignment of climate change and development policies (Cohen et.al., 

2021). So, by 2030, it is necessary to achieve the best balance for the world by 

trying to bring together and synchronize all stakeholders around common goals. 

In the following section, SDGs associated with global climate change mitigation 

and adaptation actions will be discussed in detail. 

 

2.1. Targets and indicators of SDG 13 

Targets in the SDGs describe the goals and indicators that stand for them by 

measuring whether the world is on track to achieve them. Referring to climate 

action under SDGs, SDG 13 aims to mobilize to mitigate the adverse impacts of 

climate change (Gomez-Echeverri, 2018). Under SDG 13, the Paris Agreement 

emphasizes that the global average temperature increase should be kept below 2 

°C or even fixed at 1.5 °C (Schleussner et.al., 2016). In this context, to mitigate 

the negative effects of climate change and achieve the Sustainable Development 

Goals by 2050, the European Union adopted the Green Deal in 2019 and set a net 

mitigation target of a minimum of 40% in greenhouse gas emissions (Filipović 

et.al., 2022). Correspondingly, The United Nations has set five targets and eight 

indicators for SDG 13 (Fig. 1) (Filho et.al., 2020; UN, 2016).  
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Fig. 1. Schematic representation of targets and indicators for SDG13 (climate action), 

(adapted from https://sdgs.un.org/goals/goal13#targets_and_indicators) 

 

2.1.1. Strengthen resilience and adaptive capacity to climate-related 

disasters 

Deaths and injuries from natural disasters contain the number of deaths, 

casualties, and persons directly impacted by disasters per 100,000 population. 

Although the frequency of natural disasters is not high, they are disasters with 

very high negative consequences. The number of deaths may vary from year to 

year. Considering the average death rate of the last ten years, approximately 

45,000 people (~0.1% of global deaths) die each year on account of natural 

disasters (Ritchie et.al., 2022). With the rising negative influences of climate 

change, an increase was observed in flood disasters, which constitute 

approximately 40% of natural disasters. It has been determined that the Asia and 

the Pacific (APAC) region is much more affected by natural disasters when 

compared to other places in the world. Although flood intensity is high in the 

APAC region, flooding is a serious problem facing the entire world. Flood 

formation is associated with heavy rains and severe storms, and these occurrences 

are considered negative consequences of the climate crisis. Increasing population, 

urbanization to the stream bed, intense migration, industrialization, 

environmental degradation, and human activities are other causes of flood 

disasters. Flood causes loss of livestock, reduced industrial production, and 

extensive destruction or deterioration of goods, services, health, and crops 

(Kimuli et.al., 2021; Kozlowski, 1984). In addition, poverty makes people more 

vulnerable to natural disasters and increases the devastating impact, and 

exacerbates poverty in disasters vice versa. This serious impact on the economy 
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and sustainable development may lead to more serious problems in 

underdeveloped countries. SDG 13 seeks to reduce exposure to climate change 

and related natural disasters, to develop the ability of society to withstand and 

recuperate from the side effects of natural disasters, and to develop new strategies 

(Kimuli et.al., 2021).  

National disaster risk management refers to the number of countries that have 

embraced and applied national disaster risk mitigation strategies by the Sendai 

Framework for Disaster Risk Reduction (SFDRR) 2015–2030 and aim to prevent 

the occurrence of disaster risk and enhance economic, social, health, and 

environmental resilience (UN, 2023). Economic development can be achieved in 

risky areas by using protective measures with an engineering-based approach to 

ensure disaster management in high-risk areas. International agreements that 

emerged with legal regulations and provisions are important factors that 

accelerate, support, and direct the development of disaster risk management 

systems. To have a globalized and properly functioning disaster management 

system, it is necessary to manage problems such as lack of capacity, local policies, 

political conflicts, and various economic fluctuations. To benefit from 

international agreements, it is necessary to adapt the existing principles and 

agreements to disaster risk management by considering the consequences of 

climate change, proceeding in parallel with the SDGs, and carrying out risk 

management practices at a multi-level without forgetting that the agreements are 

comprehensive. In addition, all stakeholders within the agreement should take an 

interdisciplinary approach and continue to make investments to manage disaster 

risk (Raikes et.al., 2022). 

Local disaster risk management is the share of local governments that embrace 

and apply local disaster risk mitigation strategies in parallel with national disaster 

risk reduction strategies (UN, 2023). The vulnerability to severe natural 

occurrences and man-made disasters that hinder normal interactions and cause 

environmental damage is increasing around the world, and as a result, the 

importance of disaster risk management is once again evident. Measures should 

be taken for disaster risk management by using different methods in diverse 

regions. In this context, SFDRR, which provides a global framework for reducing 

disaster risk and increasing resilience to disasters in line with sustainable 

development, was developed by UN member countries. This framework, 

including strategizing based on community involvement and stakeholder 

management, disaster response-based management planning, post-disaster 

continuity management planning, and key sector continuity management 

planning, aims to prepare disaster risk reduction (DRR) strategies at both national 

and local levels by 2030. In a study conducted in South American countries 
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including Argentina, Bolivia, Colombia, Chile, Ecuador, Paraguay, and Peru 

which are the second most vulnerable in the world to natural disasters, DRR 

strategies, containing reducing risks, strengthening risk governance, investing in 

risk reduction, and preparing for disasters, were analysed using text-mining 

techniques. Difficulties were encountered during this work, such as a lack of 

coordination, resources, and awareness among different governments and the 

capacity to implement DRR strategies. The findings indicated that the 

significance of governments’ consistency in implementing risk management 

planning strategies was evaluated as the most crucial one among the indicators 

examined. They stressed the significance of the existence of DRR plans, a 

theoretical approach, and a text-mining method to analyse strategies handled 

(Marcillo-Delgado et.al., 2021). Another study conducted in Pakistan examined 

the current state of school disaster risk reduction management in the city of 

Khyber Pakhtunkhwa. A mixed-method approach was used, including interviews, 

focus groups, and a survey of 100 people from 20 schools. Following the 

evaluation of results, it was determined that there is a lack of awareness about 

DRR among school personnel and students. To minimize the negative effects, 

suggestions such as developing and implementing school emergency plans, 

training school personnel and students on disaster preparedness, improving the 

physical infrastructure of schools, and making them more resistant to disasters 

should be recommended (Shah et.al., 2020). 

 

2.1.2. Integrate climate change measures into policy and planning 

Incorporation of climate change into national policies is the number of nations 

reporting the development or implementation of a comprehensive policy, 

strategy, or plan that enhances their capacity to adjust to the adverse impacts of 

climate change, encourages climate resilience, and supports the development of 

low-greenhouse gas emissions. Moreover, it contains countries with NDCs, long-

term strategies, and national adaptation plans (UN, 2023). The northern tropics 

of Queensland, Australia, are among the regions most vulnerable to the impacts 

of climate change because of large fluctuations in precipitation, changes in 

evaporation, and often occurring extreme natural catastrophes like floods and 

droughts. In the study conducted in 2023 to mitigate the effects of climate change, 

local government implementers identified from various local government 

officials in the study area were interviewed, and the existing literature was 

examined. The current government policy was tried to be developed within the 

scope of Indicator 13.2.1 (Fig. 1). Local planning frameworks for adaptation to 

climate change involve various actions, like restricting construction in susceptible 

regions, evaluating and contrasting flood hazards, and allocating building levels 

48



to expected floods. However, there are not enough resources, especially in terms 

of finance, to create and implement a strong plan for adaptation to climate change, 

and there are no rules for determining and allocating financial responsibility. If 

climate change adaptation measures are not properly applied at the local 

government level in the workplace, both the water sector and the local economy 

will encounter severe consequences. State and federal government policy 

organizations advise local governments to minimize their carbon footprints even 

though Australia has extremely high greenhouse gas emissions. Yet, this advice 

is only a recommendation and not a requirement. According to the study, local 

governments hold a crucial role in carrying out land use planning, policy or 

design guidelines, emission mitigations, and adaptation actions to address the 

negative impacts of climate change. It is presently the role of local government 

authorities in Australia to create strategic plans for climate change adaptation that 

are appropriate and agreeable to the local population, and they are leading the 

way in planning and executing climate change adaptation strategies. Thus, the 

evaluation of the existing situation contributes to improving plans for 

incorporating climate change into national policy in the research field (Biswas & 

Rahman, 2023). 

 

2.1.3. Build knowledge and capacity to meet climate change 

Climate change education is expressed as the “extent to which (i) global 

citizenship education and (ii) education for sustainable development are 

mainstreamed in (a) national education policies; (b) curricula; (c) teacher 

education; and (d) student assessment” (UN, 2023). We can implement education 

on climate change with global citizenship education, sustainable development 

education, national education policies, curriculum changes, teacher training, and 

student evaluations (The Danish Institute for Human Rights, 2016). Teachers 

encourage students to think creatively and help them develop a critical approach 

to climate change and respond to action. This training can be at the local or global 

level, including climate change mitigation policies, adaptation studies, and the 

relationships between these concepts. However, at this point, while developing 

positive attitudes in perspective, it is necessary to ensure that these attitudes turn 

into actions and behaviours. Being aware of the fact that climate change is a social 

problem besides being a scientific phenomenon, the efficiency of the process 

needs to ensure that new sustainable methods are integrated into the process by 

making students connect with daily life, to encourage students to reduce carbon 

emissions and educate students to engage in contributing to sustainable policies 

(Stevenson et. al., 2017; Tang, 2022).  
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In the study conducted by Tolppanen and co-workers (2022), a higher 

education course was conducted for climate change with the contributions of 

experts from a variety of branches, including online learning materials, reading 

assignments, quizzes, and project work. A questionnaire was administered to 

examine the course outcomes and how students' thinking, and behaviour changed 

(Tolppanen et.al., 2022). According to the results, it was determined that although 

the course was multidisciplinary, its effect on students was very limited. While 

the knowledge on the subject has increased, the actions taken have relatively 

changed. In other words, even though students were made aware of climate 

change, the desired effect was not achieved in their willingness to take mitigating 

measures. However, in the overall result, it is predicted that the carbon footprint 

of the students will decline at the end of the course.  

 

2.1.4. Implement the UN Framework Convention on Climate Change 

The Green Climate Fund (“GCF” or “the Fund”) is an independent and 

multilateral financing institution established to provide climate finance in 

impartial shares to mitigation and adaptation initiatives by serving the United 

Nations Framework Convention on Climate Change (UNFCCC). The GCF was 

originally established by the UNFCCC, Conference of the Parties (COP) to 

support low-emission and climate-resilient development trajectories for 

sustainable development in developing countries and to reach the goal of limiting 

the global temperature increase below 2ºC as mentioned in the Paris Agreement. 

GCF provides capacity building, technical assistance, and financing for a broad 

range of projects particularly in the areas of renewable energy, energy efficiency, 

sustainable agriculture, and climate-resilient infrastructure areas. This will enable 

developing countries to reduce their emissions, build resilience to climate change, 

and transition to a low-carbon economy (GCF, 2022). 

Although the GCF started with high expectations, the differences in education 

levels in developing countries, the special interests of the countries, and the 

political problems over the financial policies cause slow progress and so, the 

desired result cannot be achieved. One reason may be that GCF dedicates only 

half of its capital to projects in progress. If the practices continue in the same way, 

the GCF will not have a noticeable effect in realizing the SDG 13 commitments 

expected to be made by 2030 in the Paris Agreement. Although there are UN 

organizations that support climate action such as the UN Environment and 

Development Programs and the Global Environment Instrument, the budgets 

given are not sufficient to achieve the desired result. The fact that private climate 

finance does not increase over the years and remains in place prevents the desired 

result from being achieved. Only about 20% of alleged climate finance so far has 
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targeted adaptation, and the rest has gone to greenhouse gas reduction projects. 

In the upcoming period, if the 100-billion-dollar fund is mobilized and spent on 

useful projects, significant benefits can be provided especially for developing 

countries (Gechev, 2019; Roberts et.al., 2021). Improving the capitalization and 

resource allocation of GCF is of great importance. The GCF has changed since 

the 2016 Strategic Plan and this change is ongoing. The importance of the 

effective use of climate finance and the correct use of grants and loans to support 

climate-oriented local financial systems is evident at this point. As expected more 

positive results will be obtained when the experts' recommendations are 

considered (Amighini et.al., 2022). 

 

2.1.5. Promote mechanisms to raise capacity for planning and management 

Assistance for planning and management in least-developed countries is 

related to the number of least-developed countries and small island developing 

States with NDCs, long-term strategies, national adaptation plans, and adaptation 

communications, as notified to the secretariat of the UNFCCC (UN, 2023). 

Although less developed countries contribute relatively less to GHG emissions, 

they are particularly sensitive to climate change owing to their geopolitical 

location, their low capacity to cope with these natural disasters, their limited 

adaptation capacities to climate change because of various economic reasons, and 

lack of infrastructure, and the inadequacy of these countries in developing 

policies compatible with climate change (Huq et.al., 2004). In a study 

implemented in Nepal, it was determined that factors, such as inadequate 

resources, income, sanitation and food security, low employment, and lack of 

education and health facilities, increase climate vulnerability and trigger to 

decrease in the adaptive capacity of the communities living there. The study 

recommended policies and interventions to reduce the climate vulnerability of 

susceptible areas, such as improving access to fundamental services such as 

water, sanitation, and shelter; strengthening disaster risk management, and 

promoting climate-resilient livelihoods (Giri et.al., 2021). 

 

3. Evolution of CO2 emissions and mitigation policies  

It is accepted that the most remarkable contributors to climate change are 

population increase and urbanization. By 2050 and 2100, the population is 

predicted to reach 9.8 billion and 11.2 billion, respectively (UN, 2017). It is an 

inevitable fact that population growth accelerates the requirements for energy, 

water, food, and other resources and urbanization triggers infrastructure, 

transportation, and energy demands, as well, resulting in the release of GHG 

emissions into the atmosphere. Since population growth triggers urbanization, the 
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effect of population increases and urbanization on climate change cannot be 

distributed equally (Satterthwaite, 2009). The relationship between world 

population and GHG emissions in the years between 1990 and 2021 is presented 

(Fig. 2). As understood from figure, excluding for 2020, the COVID-19 pandemic 

year, GHG emissions showed an increasing trend with population growth.  

 

 
Fig. 2. The relationship between world population and GHG emissions in 1990 and 

2021(adapted from Crippa et.al.,2022) 

 

Evaluating carbon emissions by sectors are of great significance for 

determining the sources of emissions and taking measures accordingly. In this 

context, the JRC/IEA/PBL 2022 Report examined the CO2 emissions of countries 

worldwide between the years 1990 and 2021 considering the sectors which 

consist of the power industry, combustion for industrial processing, and fuel 

production, buildings, transportation, and other sectors (industrial processes, 

agriculture soils, and waste) (EPA, 2021). The Global Emissions by Economic 

Sector data for 2021 is demonstrated (Fig. 3). 
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Fig. 3. Global Emissions by Economic Sector (adapted from EPA, 2021) 

 

The biggest polluters, including the EU-27, the US, and Japan, all show a 

decrease in emissions in 2021 compared to 1990 (27.3%, 6.2%, and 7.4% 

respectively). On the contrary, China and India increased their CO2 emissions 5.1 

and 4.4 times, respectively, and in all countries in the world CO2 emissions per 

capita have risen by approximately 13%, from 4.26 t CO2/person to 4.81 t 

CO2/person between 1990 and 2021.  

Total greenhouse gas emissions per year mean the analysis of annual GHG 

emissions and advocate reduction targets (UN, 2023). Under this scope, China, 

the United States, the EU27, India, Russia, and Japan were the countries that 

emitted the most CO2 emissions in the world for the year of 2021 (Fig. 4). China, 

which has the highest carbon emissions among all countries, emitted 12466,316 

Mt CO2/yr in 2021 and constitutes 32.9% of the world’s total emissions. When 

compared according to years, it was observed that other countries, except 

Australia, increased their emissions between 2020 and 2021 (5.3% increase in the 

world total). Brazil and India, with an increase of 11% and 10.5% in their CO2 

emissions between the years of 2020 and 2021, respectively are the countries with 

the highest rise in CO2 emissions. In 2022, global CO2 emissions rose by 1.5% 

compared to 2021 and reached 36.1 Gt CO2 (Crippa et.al., 2022). Such an 

increase in emissions exhausted 13-36% of the carbon budget prepared to protect 

the 1.5 °C limit, which indicates that countries’ emission limits will be exceeded 

with a 67% probability by seven years. The sectoral distribution of emissions 

maintains consistent progress compared to previous years. Emissions in 2022 

were caused by 39.3% power, 28.9% industry, 17.9% ground transportation, 

9.9% residential, 3.1% international bunkers (international aviation and 
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shipping), and 0.9% domestic aviation sectors. It has been determined that 

emission increase rates have slowed down in other sectors except for international 

aviation. China, which is still the largest emitter of CO2 in the world, reduced its 

emissions by 1.5% in 2022 for the first time. However, the country, which is still 

above 5.6% of pre-pandemic emission levels, needs to continue to pursue 

mitigation policies. The US, EU27, and India also increased their emissions by 

3.2%, 0.5%, and 7%, respectively, compared to 2021. Russia, which is in the 5th 

place in terms of the highest CO2 emission, increased its emissions between 2019 

and 2021 but managed to catch an emission decrease of 1.8% in 2022.  

 

 
Fig. 4. The top 5 countries that emit the most CO2 emissions in 2021(Crippa et.al., 2022) 

 

China, India, Russia, Iran, Saudi Arabia, Brazil, and Türkiye are the countries 

with the highest increase in emissions in 2021 compared with 2019. Türkiye was 

the first order in this increasing trend (7.9%), while Mexico has shown the most 

substantial reduction in emissions, with a decrease of 13%. Despite this, Türkiye 

ranks at the bottom in the greenhouse gas emitters with Mexico, and Australia 

(1.2%, 1.1%, and 1% of fossil CO2 emissions, respectively) (Crippa et.al., 2022). 

The results obtained indicate that we are on the path of growth beyond pre-

pandemic emission levels. For this reason, it is thought that the peak of emissions 

has not been reached yet and that the increase in emissions will continue in the 

future (Liu et.al., 2023). On a sectoral basis, the other sectors category, which 

contains industrial processes, agricultural soils, and waste as mentioned above, 

increased by 101% between 1990 and 2021, while the power industry increased 

by 87% and the transport sector increased by 66%. These sectors were the 

primary contributors to the total 67% rise in CO2 emissions. 
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Compared to 1990, China increased its total carbon emissions by 5.4% in 

2021, while it experienced a huge increase of 414% on a sectoral basis (+915% 

transport and +767% power industry). The use of coal, which continues to make 

up the greatest portion of fossil fuel consumption, as well as the consumption of 

oil and gas are the primary causes of this emission increase in 2021. Compared 

to 1990, ranking second in total emissions, the United States’ carbon emission 

percentage of the transport sector increased by 15%, while the carbon emission 

of the other industrial combustion sector decreased by 22%. Significant increases 

in coal and oil use led to a rise in CO2 emissions in 2021. The findings are 

substantially more encouraging when we examine the EU27 nations on a sectoral 

level. In 2021, the other industrial combustion (combustion for industrial 

manufacturing and fuel production) category reduced fossil CO2 emissions by 

41%, followed by the power industry by 39% and buildings by 32%. All 

countries, particularly those with the highest emissions, should be required to 

conduct research aimed at reducing their carbon footprint to meet their 

commitments (Liu et.al., 2023).  

The countries’ maximum share of GHG emissions based on the sectors and 

the reduction policies under SDG 13 are presented (Tables 1-4) in terms of sectors 

including energy, electricity generation/consumption, agriculture, and 

transportation, respectively. In the selection of countries, the most emitter ones 

including China, the United States, the EU27, India, Russia, and Japan in 2021, 

and those showing the highest increase in fossil CO2 emissions in 2021 than in 

2019 consisting of China, India, Russia, Iran, Saudi Arabia, Brazil, and Türkiye 

are considered. In the evaluation of the EU27, Germany, was selected as the major 

contributor to the EU27's overall fossil CO2 emissions, with a share of 24%. 
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Table 1. Mitigation actions under SDG 13 for the highest carbon emissions 

emitters from the energy sector 
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Table 1 details the mitigation actions of Japan, Germany, Türkiye, Russia, 

Iran, and Saudi Arabia under SDG 13. In 2021, the energy sector was the largest 

source of global net carbon emissions (Statista, 2023). The energy sector 

accounted for 86.8% of overall GHG emissions (1,015 Mt CO2e/yr) in Japan 

(Ministry of the Environment Japan et.al., 2023). In Germany, the energy sector 

contributed 34% of the total GHG emissions (745.6 Mt CO2/yr) in 2022, followed 

by industry at 22% and transport at 20% (UBA, 2022). Türkiye emitted 71.3% of 

its CO2 emissions from the energy sector in 2021, with 32.7% from electricity 

and heat generation (TUIK, 2023). Russia's energy sector was the highest emitter 

in 2021, responsible for 29% of total emissions, followed by industry and other 

energy-related sectors at 24% and 22%, respectively (Climate Transparency, 

2021). In Iran, the electricity and heating sectors released 202.91 million tons of 

CO2 in 2019, representing about 32% of total GHG emissions (Ritchie et.al., 

2020). The energy sector accounted for 68% of Saudi Arabia's carbon emissions 

in 2019, with fuel combustion being the major driver (Climate Transparency, 

2022c).  

 

Table 2. Mitigation actions under SDG 13 for the highest carbon emissions 

emitters from electricity generation 

 
 

Table 2 outlines the mitigation actions undertaken by China and India in line 

with SDG 13. Electricity generation is another major source of carbon emissions, 

particularly in countries with large populations like China and India. In 2021, the 

highest GHG emissions in China came from electricity generation (44%) and 
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industrial combustion (27%) (Crippa et.al., 2022). Similarly, in India, the 

electricity and heat sector contributed the most to GHG emissions in 2019, 

accounting for 37% of the total (Tiseo, 2023). 

 

Table 3. Mitigation actions under SDG 13 for the highest carbon emissions 

emitters from agriculture 

 
 

Table 3 outlines the mitigation actions taken by these countries under SDG 

13. Brazil, Indonesia, and the Democratic Republic of Congo rank among the top 

countries with the highest carbon emissions in the agricultural sector. In Brazil, 

2019 data indicates that 45% of sectoral emissions stemmed from agriculture, 

followed by 38% from the energy sector (Climate Transparency, 2022a). In 

Indonesia, the same year saw 65% of emissions from the energy sector, 15% from 

waste, and 14% from agriculture. Key sources of agricultural GHG emissions in 

Indonesia include rice cultivation (43%), cattle digestion (21%), and livestock 

manure (20%) (Climate Transparency, 2022b). In 2018, the Democratic Republic 

58



of the Congo released 620 Mt CO2eq, largely due to deforestation, becoming the 

third largest emitter in the agricultural sector (FAO, 2021). 

 

Table 4. Mitigation actions under SDG 13 for the highest carbon emissions 

emitters from transportation 

 
 

Table 4 highlights the mitigation policies of the USA and Canada, the 

countries with the highest transport carbon emissions. Another sector with 

significant carbon emissions is transportation. In the United States, transportation 

is the largest source of emissions, accounting for 28% of GHG emissions in 2021, 

followed by electric power generation at 25% and industry at 23% (EPA, 2023). 

In Canada, transportation ranks second in terms of emissions, with 22% of overall 

GHG emissions in 2021, following the oil and gas sector at 28%, and preceding 

buildings at 13% and heavy industry at 11% (Government of Canada, 2022).  

To prevent the increasing trend in air pollutant concentrations emitting into 

the atmosphere as soon as possible and to reach the 2030 and 2050 targets, 

countries started to work by making various commitments via international 

conferences. COP27, the 27th Conference of the Parties to the United Nations 

Framework Convention on Climate Change, was held in Sharm El-Sheikh, Egypt 

from November 6-18, 2022. At this conference, countries made a series of 

commitments to reduce greenhouse gas emissions and achieve the targets set in 

the Paris Agreement. In this context, they decided to work together to develop 

new technologies and solutions for climate change. However, the lack of 

ambitious commitments by some countries and their concerns about how to 

finance their action also led to some disagreements. Still, the commitments made 
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in COP27, which is a significant step in the fight against climate change, and the 

work to be done to achieve the goals set in the Paris Agreement are of great 

importance. 

China, which has had the most greenhouse gas emissions for many years, has 

committed to achieving carbon neutrality before 2060 and peaking CO2 emissions 

before 2030 and presented its strategies before COP26. By 2030, China aims to 

reduce its carbon intensity by more than 65% from the 2005 level, increase its 

forest stock to more than 6 billion cubic meters, reach 1,200 GW of installed wind 

and solar energy, and raise the proportion of non-fossil fuels in main energy 

consumption to 25%. China has announced that they will control coal use during 

the 14th Five-Year Plan (FYP; 2021-2025) period and will gradually reduce coal 

use in the 15th FYP period. However, looking at the data for 2021, China's annual 

coal production reached its highest level ever, and coal consumption increased by 

4.6% due to the increase in energy demand. This means that CO2 emissions in the 

energy sector increased by 5.8% in comparison with 2020. Although China's 

commitments are promising, its climate policy is seen as insufficient (Gregor & 

Ulrich, 2022). 

Between 2005 and 2019, the USA, which managed to lower total greenhouse 

gas emissions by 11% and accounts for 26% of global emissions, is the second 

biggest emitter in the world after China. The USA launched its latest NDC in 

April 2021 after re-joining the Paris Agreement. This NDC sets an economy-wide 

target to lower net greenhouse gas emissions by 50% to 52% above 2005 levels 

by 2030, which is a much more ambitious target than in 2025. In addition, no 

quantitative targets were specified for 2035, other than the 100% carbon-free 

electricity target. In November 2021, the US committed to net zero by 2050 

including energy efficiency, decarbonization of electricity, fuel switching, energy 

transitions, carbon sequestration, and CO2 removal technologies in forests and 

soil, and presented its long-term strategies for non-CO2 emission reductions. 

Later, the US enacted the Infrastructure Investment and Jobs Act, which provides 

$7.5 billion in financing for electric vehicle charging stations. In addition, the 

United States passed the Inflation Reduction Act, which provides for investments 

of approximately US$370 billion in energy security and climate action, and the 

Chips and Science Act, which authorizes approximately US$170 billion in basic 

research funding, to accelerate the mitigation in greenhouse gas emissions. In 

addition, the US has established greenhouse gas emission standards for passenger 

cars and trucks and rules to limit and phase out hydrofluorocarbons (HFCs) over 

the next 15 years. However, despite all this, the climate policy of the USA is 

considered insufficient because it is not yet coherent with the global 1.5°C 
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temperature limit and it is foreseen that the current policies will not be able to 

achieve the 2030 targets (Gisela & Liselotte, 2022). 

As globally the third biggest emitter of greenhouse gases, India doubled its 

greenhouse gas emissions between 2000 and 2019 as a consequence of population 

increase, urbanization, and energy demand brought by economic growth. India 

still has not presented a long-term strategy but is in the process of producing an 

action plan with ministries to achieve the net zero target by 2070. The country, 

which updated its NDC in 2022, lists 8 main objectives in this NDC, including 

the implementation of the LIFE vision to live a lifestyle in harmony with our 

planet and the pursuit of more climate-friendly strategies than other countries. 

These targets include reducing carbon intensity by 45% by 2030 in comparison 

with 2005 levels, providing ~50% cumulative non-fossil fuel-based electrical 

power installed capacity, generating an extra carbon sink of 2.5 to 3 billion tCO2e 

through afforestation, harmonization in sensitive sectors, focusing on measures, 

creating financial mobilization, capacity building, and technology transfer. 

However, India's climate policy is quite inadequate. It is said that India needs to 

increase its 2030 targets to reduce its emissions, set a clear zero target for 2050, 

and strengthen its climate policies (Angelos & Liselotte, 2022). 

It is of great importance that Russia, which ranks among the countries with 

the highest carbon emissions, realizes its climate change policies. For this, key 

stakeholders in climate change policy processes play an important role. These 

stakeholders include Government, Businesses, NGOs, the public, and the 

international communities. The government is the primary actor in the policy 

process and has a significant effect on greenhouse gas emissions. The primary 

task of the government is to develop and apply policies to minimize greenhouse 

gas emissions. In the business world, especially in the field of energy, the 

industrial sector is a very important stakeholder in the implementation of climate 

policies, due to its contribution to greenhouse gases. Nongovernmental 

organizations have a significant impact on issues such as raising awareness on 

issues such as environmental protection, climate justice, and sustainability, 

monitoring policymakers, raising awareness, and pushing for change. The public 

is the group directly affected by the negative impacts of climate change. For this 

reason, it is crucial for the efficiency of the process that the public share their own 

needs and concerns in the policy-making process and try to reduce their emissions 

by contributing to the process. Finally, Russia, which is a party to international 

agreements such as UNFCCC and the Paris Agreement, is expected to comply 

with global efforts in the fight against climate change by realizing its 

commitments at the international level. For these commitments to be realized, 

policymakers must create inclusive and effective climate policies, taking into 
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account the views of different stakeholders. In this context, the steps already 

taken have not yielded the desired result. The government has been reluctant to 

engage with stakeholders and support policies as a business is concerned about 

the financial damage of the commitments made. Although NGOs are active in 

raising awareness and advocating policies on climate change, they don’t have the 

power to influence the decision-making process. Even though steps are being 

taken that will have positive results in terms of the government and the business 

world, Russia needs to realize the importance of stakeholder participation and 

determine its priorities to realize the commitments given in international 

agreements (Yamawaki, 2020). 

 

4. Multinational Corporations and Sustainable Development Goals  

Cross-sectoral cooperation is essential for countries to achieve the SDGs and 

minimise the negative impacts of climate change. At this point, multinational 

corporations (MNCs) play a key role. MNCs working in alignment with the SDGs 

can increase engagement with stakeholders and capitalize on market 

opportunities potentially worth trillions while creating millions of jobs by 2030. 

To achieve these goals, the SDGs are used to set strategy and business objectives 

and conduct gap analysis, thereby driving business model innovation and 

sustainable growth. Moreover, business model innovation created by MNCs 

contributes to the achieving of the SDGs and creates a win-win effect. In tackling 

global challenges, a bridge is built between MNCs, governments, and non-profit 

organizations, and these structures benefit each other. This is where MNCs' 

innovation, technology, and strategic action skills are utilized (Rosati et.al., 

2023). Within the scope of inter-sectoral cooperation and efforts to achieve SDGs, 

concrete steps should be taken to reduce carbon emissions. In this context, the 

European Union Emissions Trading System (EU ETS) comes to the fore. Adopted 

in 2005 as a result of the negotiations on the Kyoto Protocol, the EU ETS is the 

world's largest carbon market and has become the EU's most important tool in the 

fight against climate change. This system encourages emission reductions by 

imposing strict limits on the GHGs of MNCs in the energy and manufacturing 

industries (Pinkse & Kolk, 2007; dem Moore et al., 2019). The EU ETS covers 

11,500 power plants and industrial facilities in 31 countries, and their carbon 

emissions account for almost 50 % of the EU's total emissions. However, there 

are differences in how firms respond to these regulations (Qi et al., 2023). After 

the EU ETS, intergovernmental emissions trading systems have varied greatly 

around the world. Some MNCs can utilise market rules more effectively to cope 

with carbon market regulations more efficiently and have higher carbon 

performance. In particular, under the EU ETS, MNCs have been found to have 
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better carbon performance on average than their local competitors (Nippa et al., 

2021). However, the implementation of these systems at the company level and 

the fact that their institutional forms differ across countries have brought along 

certain challenges for MNCs (Pinkse & Kolk, 2007). The possibility that 

unilateral environmental regulations may impose significant costs on regulated 

MNCs, especially in carbon- and energy-intensive industries, divert resources 

away from productive activities, and ultimately jeopardise the international 

competitiveness of regulated firms raises concerns among economists, 

policymakers and industry representatives (dem Moore et al., 2019).  Some 

negative climate behaviours of MNCs have also been observed in the context of 

the EU ETS. These behaviours include efforts to develop a corporate political 

strategy against stricter environmental regulations and actions such as overstating 

initial CO2 emissions and hiding excess allowances for future more stringent 

systems (Nippa et al., 2021).  

The environmental performance of MNCs is closely related to their strategies 

and practices towards their environmental responsibilities. As stakeholder 

concerns about global climate change increase, MNCs need to focus more on 

their environmental responsibilities and ensure that the information they provide 

in this context is in line with government regulations and social norms. In this 

way, MNCs endeavour to create a positive image by hiding their environmental 

failures and increasing their competitiveness. Since the Kyoto Protocol, MNCs' 

efforts to reduce carbon emissions have been supported by institutional pressure 

from governments and non-governmental organisations. This creates an 

obligation for MNCs to adjust their strategies and increase their investments in 

reducing carbon emissions. However, these investments are often limited by the 

desire for profit and question the commitment of MNCs to fulfil their 

environmental responsibilities. Environmental endeavours impose additional 

costs on MNCs, requiring more time and capital investment. For example, 

considering that the cost of CO2 capture is quite expensive, it is understood that 

MNCs have difficulties in fulfilling their environmental commitments. In this 

context, the inconsistency between the environmental performance of MNCs and 

their disclosures reveals a form of behaviour called “greenwashing”. This 

behaviour, which reflects the understanding of magnifying underperformance, 

leads to the concealment of environmental mistakes and the highlighting of 

positive information. As a result, 86% of large MNCs are reported to be 

unbalanced in their sustainability practices and do not provide sufficient 

transparency on negative impacts (Peng et.al, 2023). It seems that MNCs can 

reduce investors' information inconsistency when they provide better 

transparency of environmental information. In particular, investors' willingness 
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to reduce their expected cost of equity if more environmental data are disclosed 

may contribute to increased confidence in this information. Furthermore, firms 

with better environmental performance may have a lower cost of equity by 

reducing their perceived environmental risks (Yu et al., 2021). The greenwashing 

behaviour of MNCs not only keeps their financial interests but also creates ethical 

problems when they fail to meet their environmental commitments. In this 

context, policymakers need to establish independent auditing systems regarding 

the level of environmental disclosure and develop financial penalty mechanisms 

for MNCs that fail to fulfil their environmental commitments (Peng et al., 2023; 

Yu et al., 2021). 

Along with failure to meet environmental commitments creates ethical 

problems, carbon leakage and differences in regulations lead to economic and 

environmental challenges. Countries with relatively weaker regulations re-export 

carbon-intensive products to others with stricter regulations. Shifting economic 

activity to less regulated regions leads to job losses and reduced economic activity 

in highly regulated countries, creating carbon price differentials across regions. 

This so-called “carbon leakage” shows that policies are not only ineffective in 

terms of climate change but also costly in economic terms (dem Moore et al., 

2019; Dechezleprêtre et al., 2022). With the increasing negative impacts of 

climate change, the EU ETS is expected to introduce stricter regulations. 

However, it is also thought that this will increase carbon leakage. That’s why, it 

is of great importance for governments and MNCs to favour regulations that do 

not cause carbon leakage (Dechezleprêtre et al., 2022). Many MNCs operate in 

less developed countries particularly Africa. MNCs are nowadays recognised as 

a major source of industrial growth and transfer of foreign technologies in host 

countries. However, the operations of MNCs through foreign direct investment 

have various negative environmental impacts on the host country (Balcilar et al., 

2023). 

For example, in Nigeria, whose economy is heavily dependent on the oil 

sector, mining and extraction activities are carried out. During the extraction of 

crude oil and the combustion of natural gases, a large amount of pollutant 

emissions is released into the atmosphere, and this is not limited to atmospheric 

degradation. Oil spills frequently occur in extraction areas, damaging agricultural 

land and water bodies and resulting in adverse impacts on terrestrial and marine 

ecotoxicities. The toxicity caused by these spills renders agricultural lands 

unproductive, puts underwater life at risk, and causes serious ecological 

degradation (Balcilar et al., 2023; Udemba & Angha, 2020). Between 1958 and 

2016, there were 17 major oil spills in East Africa and 23 in West Africa. Most of 

these incidents were concentrated in the Niger Delta region of Nigeria and most 
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of them were not reported to official sources. It is recognised that MNCs can 

cause environmental damage in these regions where environmental laws and 

regulations are not sufficient (Balcilar et al., 2023). In developing countries, other 

pressing development challenges such as poverty, unemployment, and weak 

institutional frameworks exacerbate environmental pollution. Without strong 

institutional frameworks to guide environmental policies in host countries and 

ensure that MNEs comply with corporate social responsibility principles, the 

environmental pollution crisis may not be managed (Osabuohien et al., 2013). 

MNCs maintain their operations by utilising low regulations, and cheap resources 

and pollute the environment in the process (Udemba & Angha, 2020). Host 

countries should establish strong institutional frameworks to comply with 

environmental laws and prevent the negative impacts of MNCs (Osabuohien et 

al., 2013). 

MNCs can play an important role in finding sustainable solutions to social and 

environmental problems by working in cooperation with the public sector by the 

stakeholders and decision-makers of governments mobilising resources and 

investments. The private sector shapes global climate governance through private 

regimes and public-private partnerships. By expanding the political authority of 

non-state actors, these partnerships contribute to agenda-setting, policy 

formulation, and implementation in international frameworks (Hori & Syugyo, 

2020; Linares-Rodríguez et.al., 2023). For example, within the scope of SDG 13, 

MNCs in Colombia voluntarily disclose environmental data (Linares-Rodríguez 

et.al., 2023), while Türkiye contributes to advancing the sustainable development 

process through various policies and strategies in sectors like energy, industry, 

transportation, agriculture, waste, and forestry (Esen & Çalışkan, 2016). 

However, although they mostly adhere to the Global Reporting Initiative 

standards, their reporting does not reach the desired quality. The fact that MNCs 

in the Pacific region lag in the disclosure of SDG 13 indicates the need for urgent 

action plans from governments (Linares-Rodríguez et.al., 2023). 

MNCs play an important role in green innovation and environmental research 

and development (R&D) activities to promote sustainable development and 

reduce carbon emissions. Green innovation is a critical approach for firms to 

effectively address concerns around environmental issues. Green innovation 

refers to innovation in the development and application of new technologies, 

products, services, organisational structures, or management practices aimed at 

promoting sustainable development. With the globalization of economic 

activities, MNCs are playing an increasingly crucial role in shaping the global 

environment, becoming key players in international relations. Research has 

shown that investments in R&D by MNCs contribute to reducing carbon 
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emissions for both local MNCs and MNCs themselves. For example, an empirical 

analysis examining the impact of the global diversification of Chinese MNCs 

between 2008 and 2020 on green innovation showed that global diversification 

has a positive and significant impact on green innovation. Moreover, factors such 

as the institutional quality of the host country, state ownership, and the academic 

background of the CEO further enhance this positive effect. These results suggest 

that global diversification facilitates MNCs' participation in green innovation 

activities and promotes environmental responsibility (Zhou & Lin, 2024). MNCs' 

efforts to mitigate carbon emissions on a global scale remain uncertain. However, 

MNCs often have the capability to finance extensive R&D capacities due to their 

easy access to international capital markets. Despite this, they may circumvent 

emission reductions by diversifying their production facilities across various 

geographical locations and relocating carbon-intensive activities among these 

facilities. The transition from traditional energy sources to renewable energy 

sources requires high R&D expenditures to develop rapid innovative 

technologies. MNCs rely heavily on R&D activities to improve their product 

innovation capabilities and tend to have the necessary resources to finance these 

large-scale expenditures (Gönenc & Poleska, 2022). 

Scenario analyses based on methods outlined in international frameworks 

such as the UNFCCC and IEA are crucial for achieving the 2050 carbon neutrality 

targets. Climate change-oriented strategies are essential for business and 

ecological sustainability in all sectors. It is becoming increasingly inevitable for 

MNCs considering their performance towards 2050 to think about climate-related 

actions. While MNCs bear primary responsibility, international frameworks will 

continue to support and govern long-term vision and actions (Hori & Syugyo, 

2020). To achieve these goals, gaps in various areas need to be filled. Closing the 

governance gap between government and regions is a first step. Improved 

governance mechanisms are needed to regulate highly polluting activities and 

support regions with low socioeconomic conditions. However, alliances between 

the public and private sectors should be strengthened. Cooperation is needed to 

ensure that concrete climate actions are aligned with regional plans and support 

carbon management (Linares-Rodríguez et.al., 2023). Sustainable development 

strategies should be developed to combat climate change, the consequences of 

which affect political, economic, and social policies. Under the SDGs, the new 

business approach should be accountable, enable a low-carbon economy, and go 

hand in hand with adaptation strategies by proposing innovative solutions. So far, 

MNCs have made a substantial contribution to the fight against climate change 

by providing solutions. Businesses should engage in collaborative public and 

private sector efforts and initiatives to play a key role in tackling climate change 
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by overcoming barriers and fostering innovation. Strong corporate leadership and 

stakeholder engagement are essential to increase climate change impact and 

foster innovation in climate adaptation efforts (Esen & Çalışkan, 2016). 

 

5. Conclusion  

Today, many studies focus on how SDGs can be achieved by 2050, and in 

other words, it has gained the most attention on how countries can successfully 

achieve the energy and climate policy targets to fulfil the goals of the Paris 

Agreement and the European Union Green Deal. If serious measures are not taken 

urgently, the earth will become an increasingly uninhabitable place for humans 

and all living things, and the situation will undoubtedly directly affect our future 

generations. Therefore, all nations must take responsibility, paving the way, and 

fulfil their responsibilities. In this context, due to extreme climatic events that 

raise a serious alarm about the severe danger awaiting humanity, a series of 

climate policies and efforts to take concrete steps on a global scale should be 

fulfilled by the decision-makers of countries. In this review paper, countries were 

evaluated considering CO2 emissions they released into the atmosphere on a 

sectoral basis concerning their contribution to the global warming potential. 

Moreover, the countries, that caused the highest CO2 emissions in recent years 

and tended to increase in terms of CO2 emissions compared to previous years, 

were examined in terms of their commitments regarding the climate policies they 

will implement to combat global climate change. Additionally, the significance 

of multinational cooperation in driving mitigation and adaptation strategies 

considering the consistency with SDGs was addressed by closing the governance 

gap between government and regions. 

The general contents of climate change mitigation and adaptation actions 

planned to be implemented by countries to reduce GHG emissions and achieve 

SDGs are summarized below: 

➢ increasing energy efficiency,  

➢ switching to renewable energy, 

➢ clean energy and carbon capture investments, 

➢ reducing deforestation, 

➢ checking total energy usage and energy intensity. 

➢ advancing energy conservation in industry, information technology, 

transport, and buildings, 

➢ promoting energy conservation technologies and products. 

 

The emission reduction policies of the countries summarized here are 

expected to provide ideas for policymakers and decision-makers to create new 
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road maps for steps toward carbon neutrality and to open the doors for 

multinational collaborations to share responsibilities by meeting under common 

ground to minimize the severe impacts of the global environmental issue on 

human beings.  

While technological advances and economic growth continue sustainably, 

policies based on innovative and nature-friendly initiatives of multinational 

companies are of great importance in promoting sustainable development and 

supporting climate change mitigation and adaptation actions, with approaches 

that take environmental parameters into account. Realizing investments based on 

the concept of green innovation, policies that support the hierarchy and 

management with environmentally friendly approaches between the government 

and regions, taking into account corporate leadership and stakeholder 

participation, can be considered as aspects that multinational companies will take 

into consideration in achieving SDGs to minimize possible problems in the 

future. 
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1. Introduction 

In contemporary times, energy has emerged as a matter of critical importance, 

impacting all of humanity. Remarkably, the global emphasis on “sustainable 

development” has underscored the necessity for the efficient production and 

consumption of current energy resources, minimizing environmental impacts, 

and transitioning to clean, inexhaustible energy sources such as solar, wind, 

biomass, and geothermal energy. Energy is a fundamental component of modern 

economic and social structures, underpinning the sustainability of various sectors, 

including industry, transportation, comfortable living spaces, and healthcare 

services (IEA, 2021). Global energy demand continues to rise steadily, driven by 

rapid population growth and economic expansion (Stern, 2011). This increase 

necessitates the effective and efficient management of energy resources, the 

mitigation of environmental impacts, and the assurance of energy security. 

Traditional fossil fuels pose significant concerns regarding environmental 

pollution and greenhouse gas emissions, highlighting the urgent need to revise 

energy policies and strategies. In this context, renewable energy sources are 

gaining increasing prominence to ensure environmental sustainability and energy 

security. Integrating inexhaustible resources such as solar, wind, biomass, and 

geothermal energy plays a pivotal role in reducing dependence on fossil fuels and 

combating global warming (UN, 2015). Turkey is a rapidly growing country in 

energy consumption and demand, with a significant portion of its energy needs 

met through imports. This reliance heightens risks and dependency concerning 

energy security. Consequently, Turkey’s energy strategies aim to diversify 

energy sources and enhance domestic energy production. Among these strategies, 

natural gas holds a prominent position. As a fossil fuel, natural gas offers lower 

carbon emissions and higher efficiency than other fossil fuels, making it a viable 

alternative for reducing environmental impacts. Furthermore, its economic 

predictability and cost-effectiveness significantly strengthen energy security and 

balance energy costs. The dual challenges of global warming and environmental 

pollution caused by fossil fuel consumption and the finite nature of fossil fuels 

have intensified the focus on renewable energy research. Despite being a fossil 

fuel, natural gas, with its relatively lower carbon emissions, is considered a more 

accessible and environmentally friendly energy source for Turkey. Accurately 

forecasting natural gas demand, particularly during the winter months in colder 

regions, is paramount in supporting sustainable energy policies and climate 

action. Bayburt, located in Turkey's Black Sea Region, experiences a pronounced 

winter climate. The harsh winter conditions, which necessitate substantial energy 

consumption, highlight the critical role of natural gas in meeting regional energy 

demands. Bayburt’s cold climate significantly increases natural gas demand 
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during winter months (AKSA, 2024). Understanding the factors influencing 

natural gas consumption in Bayburt is crucial for effectively managing energy 

resources and ensuring environmental sustainability. In this context, global 

energy consumption and demand trends, alongside Turkey’s energy strategies, 

clearly emphasize the critical role of natural gas as an energy resource. From both 

environmental sustainability and energy security perspectives, natural gas's 

economic and ecological advantages stand out prominently (UN, 2015). Figure 1 

illustrates the changes in natural gas consumption globally and in Turkey between 

2005 and 2023. This visualization provides a foundation for understanding the 

impact of global and local energy policies on natural gas demand. The data 

highlights the increase in energy consumption and the consequent necessity of 

sustainable energy management policies and underscores the urgency of 

transitioning from fossil fuels to renewable energy sources. 

 

 
Figure 1. Natural Gas Consumption in Turkey and the World: The 2005-2023 Period 

 

Since 2005, a significant upward trend has been observed in global natural gas 

consumption. This increase in energy demand is closely associated with rapidly 

industrializing economies, growing populations, and rising energy needs. 

However, an examination of the data reveals periods where the consumption 

growth rate has slowed. These fluctuations can be attributed to global economic 

crises, the increased adoption of renewable energy sources, and policies aimed at 

reducing fossil fuel consumption due to environmental concerns. Nonetheless, 

the overall trend demonstrates that natural gas continues to play a vital role in 

energy production. In Turkey, natural gas consumption has shown a growth 

pattern consistent with global trends over 2005–2023. The primary drivers of this 
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increase include population growth, urbanization, the widespread adoption of 

natural gas for residential heating, and its significant role as an input in industry 

and energy production. Aligned with Turkey's energy strategies, natural gas is 

prioritized as an energy source due to its lower carbon emissions and higher 

efficiency than other fossil fuels. The consumption data for natural gas between 

2005 and 2023 underscores a steady global increase, with Turkey reflecting a 

parallel rise in energy consumption. Turkey's natural gas consumption 

fluctuations can be directly linked to energy policies and economic dynamics. In 

this context, accurately forecasting natural gas demand is critical for energy 

management and cost balancing. Effective and sustainable management of energy 

resources is pivotal for Turkey to achieve its long-term development goals. 

Accelerating industrial transformation, designing more efficient production 

processes, developing sustainable energy solutions, and adopting innovative 

production systems will support environmental sustainability and enhance 

Turkey's global competitiveness. Accurate natural gas demand forecasting is vital 

for efficiently utilising resources, reducing environmental impacts, and 

developing sustainable energy policies. The prediction of natural gas demand is 

inherently complex, nonlinear, and multivariate. Traditional methods have shown 

limited success in addressing these challenges. Machine learning-based models 

such as Support Vector Regression (SVR) and Gaussian Process Regression 

(GPR) offer robust alternatives for modelling such intricate systems. 

Optimization algorithms like Grid Search and Random Search further enhance 

prediction accuracy by optimizing the hyperparameters of these models. 

This study applies optimized SVR and GPR models to predict the increased 

natural gas demand during winter months in Bayburt province. The primary 

objective is to evaluate the performance of these models and analyze their 

applicability in energy management processes. SVR and GPR models are 

distinguished by their ability to model nonlinear relationships effectively, and 

their performance has been further improved through optimization using Grid 

Search and Random Search algorithms. Accurate forecasting of natural gas 

demand is crucial for ensuring environmental sustainability, managing energy 

costs, enabling local energy policies, and achieving long-term economic goals. 

This study aims to model the heightened energy needs during winter in Bayburt 

by considering the region's climatic and demographic conditions. The prediction 

models derived from this study are expected to significantly contribute to local 

governments' energy planning and management processes. Data science and 

artificial intelligence-based prediction models have gained increasing importance 

in recent years across various applications. These models enable the effective 

modelling of nonlinear and complex relationships, yielding successful results, 
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particularly in dynamic and multivariate systems such as energy management. 

Accordingly, an AI-based model for predicting natural gas consumption is 

anticipated to contribute to energy planning and management processes 

significantly. These contributions will support the efficient use of resources and 

facilitate the achievement of sustainable development goals. A systematic review 

of previous studies reveals that efforts to predict natural gas consumption can be 

categorized into two main approaches: statistical methods and AI-based models. 

While statistical methods excel in predictions based on strong correlations, their 

limited capacity to model nonlinear relationships renders them inadequate for 

complex systems. 

In contrast, AI-based methods effectively model nonlinear and multivariate 

relationships, offering significant advantages, especially when working with 

large datasets. Table 1 systematically presents academic studies on natural gas 

consumption prediction and the methods employed. These studies represent both 

statistical models and AI-based approaches. Notably, methods such as Support 

Vector Regression (SVR), Artificial Neural Networks (ANN), and Long Short-

Term Memory (LSTM) have emerged as prominent AI techniques in natural gas 

consumption prediction in recent years (Liu et al., 2021). Integrating AI-based 

models into the energy sector aims to improve energy management processes and 

energy security, contributing to economic and environmental sustainability. In 

this context, an AI-based natural gas forecasting model explicitly developed for 

Bayburt province can serve as an effective tool for understanding and managing 

local energy demand dynamics. Using data science and AI-based prediction 

models in energy management is crucial to achieving sustainable development 

goals by enabling more accurate demand forecasting and efficient resource 

utilization. Studies on natural gas consumption prediction hold a significant place 

in the literature, providing valuable insights into developing new methods and 

improving existing models. By leveraging machine learning techniques, this 

study is expected to not only optimize existing systems but also foster the 

development of innovative energy management strategies. It contributes to 

Turkey's energy security objectives and supports the broader global transition 

toward sustainable energy systems. 
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Table 1. Review of Academic Studies and Methodologies on Natural Gas 

Consumption Prediction 

Study Topic Method/Scope Source 

Forecasting Models for Industrial 

Natural Gas Consumption 

Statistical modelling, trend 

analyses 

(Sánchez-Úbeda & 

Berzosa, 2007) 

Long-Term Data Usage for Short-Term 

Forecasting 

Time series, machine learning 

methods 

(Svoboda et al., 

2021) 

Estimation of the Difference Between 

Natural Gas Production and 

Consumption in the USA 

Wavelet transformation, 

LSTM 
(Liu C. et al., 2021) 

Analysis of Univariate Forecasting 

Methods for Industrial Natural Gas 

Consumption 

ARIMA, ETS, Neural Network 
(Naim & Mahara, 

2018) 

History and Future Challenges in 

Natural Gas Consumption Forecasting 

Artificial neural networks, 

SVR 
(Liu J. et al., 2021) 

Statistical Methods for Forecasting 

Natural Gas Consumption 

Statistical models, nonlinear 

regression 

(Vondráček et al., 

2008) 

White-Box Modeling for Daily Natural 

Gas Consumption Forecasting 

PCA, k-means with white-box 

modelling 
(Wei et al., 2021) 

Hybrid Model Application for Daily 

Natural Gas Consumption Forecasting 
LSTM, improved SSA (Wei et al., 2019) 

Forecasting Natural Gas Consumption 

with Ensemble Learning Methods 

Deep learning, ARIMA-based 

ensemble models 
(Wang et al., 2024) 

Hybrid Model for Annual Natural Gas 

Consumption Forecasting 

Support vector machines, 

AFSA 
(Gao & Shao, 2021) 

Artificial Neural Network Combination 

Models for Natural Gas Consumption 

Forecasting 

Artificial neural networks, 

modular systems 

(Khotanzad et al., 

2000) 

Bayesian Modeling for Forecasting 

Natural Gas Consumption in China 
Bayesian modeling 

(Zhang & Yang, 

2015) 

 

Evaluating the applications of studies on natural gas consumption forecasting 

offers valuable insights into the methods and trends shaping this critical field. 

Below, summaries of various studies in the literature are presented. Forecasting 

natural gas consumption is crucial for ensuring energy security, optimizing 

supply chains, and enabling effective resource management. In this context, 

statistical models and AI-based approaches offer complementary solutions (Teke, 

2022). While statistical models excel in trend analyses, AI methods demonstrate 

superior performance in capturing nonlinear and multivariate relationships. The 

literature highlights the effectiveness of these methods in addressing both short-

term operational needs and long-term planning objectives, contributing 

significantly to advancements in energy efficiency and sustainability. A wide 

range of research emphasizing the practical applications and comparative 
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advantages of various modelling approaches underscores the importance of these 

methods in energy policy and decision-making processes. 

Forecasting natural gas consumption is pivotal for energy management, 

resource planning, and achieving sustainability goals. The literature encompasses 

a broad methodological spectrum, including statistical models and AI-based 

approaches (Efe & Efe, 2023), applied and evaluated for natural gas consumption 

forecasting. These studies propose various methods to enhance forecast accuracy, 

analyze diverse data types, and broaden the applicability of models. Sánchez-

Úbeda and Berzosa (2007) developed a model for forecasting industrial natural 

gas consumption. The model aimed to improve forecast accuracy by analyzing 

time series' trend, seasonal, and daily variation components. Its flexible structure 

demonstrated applicability to extensive datasets and provided high computational 

efficiency. Another study by Svoboda et al. (2021) focused on using long-term 

data for short-term forecasts. By employing time series and machine learning 

algorithms, the study presented a dataset that improved forecast accuracy and was 

valuable for comparative model analysis. Hybrid models have been proposed to 

address seasonal and complex variables in natural gas consumption. Liu C. et al. 

(2021) combined Wavelet Transformation (WT), Sparse Autoencoder (SAE), 

and Long Short-Term Memory (LSTM) methods to estimate the difference 

between natural gas production and consumption in the USA. This model 

effectively captured nonlinear relationships and enhanced forecast accuracy. 

Similarly, Wei et al. (2019) developed a hybrid model based on Singular 

Spectrum Analysis (SSA) and LSTM to forecast daily natural gas consumption. 

By reducing noise in time series data, this model improved prediction 

performance. Traditional methods have also proven effective in forecasting 

natural gas consumption. Vondráček et al. (2008) conducted a study using 

statistical models to forecast natural gas consumption for individual customers. 

Nonlinear regression methods were employed and tested on a large customer 

dataset. Similarly, Naim and Mahara (2018) compared univariate methods such 

as ARIMA, Holt-Winters, and Simple Exponential Smoothing, demonstrating 

that the ARIMA model achieved high accuracy. AI-based methods have gained 

prominence for effectively modelling nonlinear and multivariate relationships. 

Liu J. et al. (2021) reviewed the historical development of AI-based methods in 

natural gas consumption forecasting. They identified Artificial Neural Networks 

(ANN) as the most successful method for short-term predictions. Wang et al. 

(2024) developed an ensemble learning-based forecasting model by integrating 

ARIMA, HFCM, and LSTM models. This model contributed significantly to 

energy management with its resilience to noise and high accuracy. Hybrid 

methods have been suggested for annual natural gas consumption forecasting. 

85



 

Gao and Shao (2021) developed a model based on Support Vector Machines 

(SVM) and the Improved Artificial Fish Swarm Algorithm (IAFSA). This model 

offered low error rates, supporting decision-making processes in energy planning. 

Khotanzad et al. (2000) aimed to improve forecast accuracy using artificial neural 

network combinations. This approach demonstrated strong performance through 

the integration of different neural network models. Finally, a study by Zhang and 

Yang (2015) utilized the Bayesian Modeling Approach (BMA) to forecast natural 

gas consumption in China. The study achieved higher accuracy than traditional 

models and provided a comprehensive analysis by integrating economic factors 

into the forecasting process. These studies illustrate how statistical and AI-based 

approaches have been applied and advanced in natural gas consumption 

forecasting. While highlighting the advantages and limitations of different 

methods, the literature offers innovative solutions to enhance forecast accuracy 

and contribute to energy management objectives. 

Forecasting natural gas consumption in small-scale regions with dynamic 

consumption models, such as Bayburt, is crucial for the efficient use of energy 

resources and sustainable planning. However, the existing literature includes 

limited studies specifically addressing small provinces. Comprehensive analyses 

of the application of machine learning methods to such datasets are scarce. This 

study aims to offer an innovation by employing Support Vector Regression 

(SVR) and Gaussian Process Regression (GPR) methods to forecast natural gas 

consumption in Bayburt. These models have been optimized using Grid Search 

and Random Search techniques, and their forecasting performances have been 

compared in detail. 

The applicability of machine learning-based prediction models to 

environmental and economic problems, especially in regions with limited 

datasets like Bayburt, has not been adequately explored in the literature. In this 

context, a comparative analysis of metaheuristic optimization algorithms, such as 

Grid Search and Random Search, has been conducted to optimize the 

performance of SVR and GPR methods for small datasets. 

The research addresses gaps in the literature regarding natural gas 

consumption forecasting in small cities. The results highlight the effectiveness of 

optimized SVR and GPR models in capturing complex and nonlinear 

consumption relationships. Beyond a theoretical contribution, the study is a 

practical guide for energy management and planning processes, providing an 

innovative perspective on energy policy and resource allocation decisions. The 

primary objective is to develop a machine learning-based forecasting model 

capable of predicting natural gas consumption in Bayburt. By enabling deep data 

analysis and precise modelling, machine learning methods enhance the accuracy 
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of energy demand predictions. In particular, applying these algorithms to 

understand the dynamic and complex nature of natural gas demand offers 

significant energy planning and management benefits. Accurate forecasting in 

Bayburt will help optimize local energy management strategies and support the 

development of sustainable energy policies. This research distinguishes itself 

from previous studies in two key aspects. First, it is the first to employ optimized 

Support Vector Regression (SVR) and Gaussian Process Regression (GPR) 

models for natural gas demand forecasting. Second, the hyperparameters, 

typically determined by model developers, are optimized using Grid Search and 

Random Search algorithms, further improving the predictive performance of the 

models. 

The study comprises four main sections. The second section details the 

methods and materials used in the research, including explanations of the SVR 

and GPR methods employed for forecasting natural gas consumption in Bayburt. 

It also discusses the Grid Search and Random Search techniques for optimizing 

these models and the metrics applied to evaluate model performance. The third 

section analytically examines the results of SVR, GPR, and their optimized 

versions, providing a comparative evaluation of these models' forecasting 

performances. The fourth and final section discusses the implications of the 

findings about the study's objectives, emphasizing the potential contributions of 

these models to energy management and planning processes, particularly in 

regions like Bayburt with small-scale datasets. 

 

2. Material and Methods 

2.1. Data Collection Process 

This study analysed data related to energy demand and demographic variables 

in Bayburt province to forecast natural gas consumption. One of the input 

variables, average monthly temperature, was utilized as a critical indicator to 

evaluate the impact of seasonal variations—mainly heating needs during colder 

months—on natural gas consumption. Population size emerges as another 

significant input variable, providing insights into the influence of demographic 

structure on energy demand. The output variable, natural gas consumption 

volume, represents monthly natural gas usage in Bayburt and is a fundamental 

indicator in energy management and resource planning processes. The 

relationship between natural gas consumption and heating needs is closely tied to 

variations in air temperatures. During the winter, when low temperatures persist 

for extended periods, increased heating needs lead to a noticeable rise in natural 

gas consumption. Conversely, during the summer months, consumption drops to 

minimal levels as temperatures rise. In this context, air temperature is a key 
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variable for understanding and predicting consumption behaviours. Figure 2 

illustrates the monthly average temperature trends in Bayburt between 2020 and 

2024. 

 
Figure 2. Monthly Average Temperature Trends in Bayburt (2020–2024) 

 

The graph reflects the monthly temperature trends in Bayburt, highlighting the 

seasonal impacts on energy demand. It is observed that temperatures generally 

fall below freezing during the winter months, while in summer, average 

temperatures hover around 22°C. These temperature trends provide key insights 

into the seasonal fluctuations in natural gas consumption. The dataset used in this 

study spans the years 2020–2024 and consists of monthly collected data. This 

dataset enables the inclusion of seasonal dynamics and temporal patterns in the 

analysis, and it has been split for model training and testing to assess performance 

and generalizability. The dataset used in this study was constructed using data 

from multiple reliable sources to ensure accuracy and comprehensiveness. 

Monthly natural gas consumption data for Bayburt was obtained from the 

regional natural gas distribution company, AKSA Natural Gas Distribution Co. 

Population data was sourced from the Turkish Statistical Institute (TÜİK), 

providing demographic information essential for understanding energy demand 

dynamics. 

Additionally, the Turkish State Meteorological Service's official website 

retrieved average monthly temperature data, representing the climatic conditions 

that significantly influence natural gas consumption. The sources of these 

datasets are summarized in Table 2, ensuring transparency and traceability in the 

data collection process. This multi-source approach enhances the robustness of 

the analysis and provides a solid foundation for modelling natural gas demand in 

Bayburt. The relationships between input variables -such as air temperatures and 

population size-and the output variable, which represents natural gas 

consumption, were analyzed using machine learning techniques. The study aims 

to develop a model capable of accurately predicting natural gas consumption in 

Bayburt and contributing to energy planning and sustainable management 

strategies. This comprehensive approach enables a deeper understanding of 

natural gas consumption dynamics and facilitates the more effective shaping of 
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energy management policies. The impact of climatic variables like air 

temperatures on energy demand has enhanced the model's predictive capacity. 

The study holds the potential to offer innovative solutions for energy 

management in small-scale local administrations like Bayburt. 

Table 2 details the abbreviations, units, and data sources for the variables used 

in this study. These inputs have been integrated into the model to 

comprehensively analyse the energy and demographic factors influencing natural 

gas consumption in Bayburt. The variables included in the study serve as a critical 

knowledge base for the development of energy planning and sustainable 

management strategies. 

 

Table 2. Variable Abbreviations, Units, and Sources 

Variable Abbr. Unit Source 

Air Temperature (°C) Temp Degrees Celsius (MeteoService, 2024) 

Population Pop People (TURKSTAT, 2024) 

Natural Gas 

Consumption GasCons Cubic Meters (Aksa, 2024) 

 

These variables play a crucial role in achieving energy management and 

environmental sustainability goals in alignment with the Sustainable 

Development Goals (SDGs). Average monthly temperature, a critical variable for 

understanding seasonal changes in natural gas consumption, contributes to 

developing energy efficiency strategies under SDG 7 (Affordable and Clean 

Energy) and SDG 13 (Climate Action). Population size provides an opportunity 

to analyze the impact of demographic structure on energy demand, shedding light 

on urban energy planning and infrastructure development policies in connection 

with SDG 11 (Sustainable Cities and Communities) and SDG 9 (Industry, 

Innovation, and Infrastructure). The output variable, natural gas consumption, 

facilitates the design of strategies for more efficient use of energy resources and 

reducing carbon emissions in line with SDG 12 (Responsible Consumption and 

Production). Analyzing these variables enables a deeper understanding of factors 

influencing local energy demand and contributes to developing more sustainable 

and environmentally friendly energy management systems. Table 3 presents 

detailed descriptive statistics and key statistical measures for the input and output 

variables used in the study. Among the input variables, average monthly 

temperature provides significant insights with minimum, maximum, mean, and 

standard deviation values, particularly regarding fluctuations in energy demand 

during Bayburt's cold winter months. This variable has been considered a critical 

indicator for modelling the impact of seasonal changes on energy demand. The 
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other input variable, population size, reflects demographic changes during the 

analysis period and helps to understand long-term trends and growth dynamics in 

energy demand. The mean, minimum, and maximum values for population size 

in Table 3 provide important context for assessing the level of urban development 

in Bayburt and its impact on energy consumption. The output variable, natural 

gas consumption, plays a key role in understanding the energy demand structure 

in Bayburt, with monthly minimum, maximum, and mean values presented. 

Natural gas consumption variation has been associated with seasonal differences, 

population growth, and infrastructure development. Additionally, measures such 

as the standard deviation highlight the fluctuations in energy demand and the 

variation that must be considered during the modelling process. 

The key statistical measures presented in Table 3 are essential for enhancing 

the model's reliability and better understanding the inputs and outputs' role in the 

analysis process. Descriptive statistics provide a foundation for a more detailed 

understanding of the dynamics influencing natural gas consumption, guiding the 

structuring of the model and the interpretation of results. This information 

contributes to developing effective strategies for sustainable energy management 

and long-term energy planning. 

 

Table 3. Descriptive Statistics 

Statistical Measures 
Air 

Temperature (°C) 
Population 

Natural Gas 

Consumption (m3) 

Mean 9.61666 84310.0 274842.47 

Std 8.9316 1542.40 3048294.36 

Min -2.8 81910.0 274842.47 

%25 2.05 83658.25 1361361.24 

%50 9.75 84641.5 2754184.07 

%75 7.8 85293.25 6874089.05 

Max 22.3 86047.0 9468265.37 

 

The air temperature data in the dataset has an average of 9.62°C, with values 

ranging from -2.8°C to 22.3°C. These values reflect the pronounced seasonal and 

climatic variations in Bayburt throughout the year. The standard deviation, 

calculated as 8.93°C, indicates a wide dispersion in temperature values. This 

variation is primarily associated with low temperatures in winter and higher 

temperatures in the summer. The dynamic nature of temperature data 

significantly impacts energy demand and natural gas consumption. For instance, 

it can be stated that low temperatures increase heating needs, leading to noticeable 

rises in natural gas consumption levels. Modelling temperature variations plays a 

critical role in forecasting energy demand. 
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The population data for Bayburt during the analyzed period ranges between 

81,910 and 86,047 people, with an average population of 84,310 people. The 

standard deviation, calculated as just 1,542 people, reveals no significant 

fluctuations in the population structure of Bayburt. This stability indicates that 

population data can be considered reliable for forecasting energy demand. 

However, long-term factors such as urbanization, migration trends, and 

population growth should also be considered for their potential impact on energy 

demand. The stability in Bayburt’s population allows for the development of 

more predictable strategies in energy management and infrastructure planning. 

The natural gas consumption volumes in the dataset exhibit a wide range, 

varying from 274,842.47 cubic meters to 9,468,265.37 cubic meters. The average 

natural gas consumption is calculated as 4,182,053.42 cubic meters, providing a 

general idea of Bayburt's total energy demand. However, the standard deviation, 

recorded at 3,048,294.36 cubic meters, is notably high, indicating significant 

seasonal and periodic fluctuations in energy consumption. These fluctuations 

may arise from increased heating needs during winter months, changes in 

population, climatic conditions, or industrial activities. While energy 

consumption intensifies during winter due to increased heating demand, lower 

consumption patterns are observed in summer. These descriptive statistics 

contribute to understanding energy demand dynamics, specifically in Bayburt. 

The relationship between air temperatures, population size, and natural gas 

consumption is critical for energy management and resource planning. 

Considering seasonal changes and population movements allows for more 

accurate predictions of natural gas consumption. Such comprehensive analyses 

play a guiding role in developing sustainable energy policies and efficiently 

utilising resources. 

The dataset was divided into training and testing sets using an 80-20 split to 

ensure sufficient data for model training and evaluation. To enhance the 

reliability of the results, a 3-fold cross-validation technique was applied, which 

systematically partitions the data to minimize overfitting and improve model 

generalization. The balance of the dataset was also assessed to ensure that the 

distribution of values across variables did not introduce bias into the model. 

Furthermore, a min-max normalization process was performed, scaling the data 

within a specified range to standardize the features and improve the performance 

of the machine learning algorithms. These steps collectively ensured a robust and 

unbiased modelling process, contributing to the accuracy and reliability of the 

results. 
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2.2. Support Vector Regression (SVR) 

Support Vector Regression (SVR) is based on the foundation of Support 

Vector Machines (SVM). SVR is suitable not only for classification problems but 

also for solving regression problems. While the primary goal of SVM is to find a 

hyperplane that separates data between two classes with the maximum margin, 

SVR extends this concept by finding a hyperplane that encompasses the data in a 

regression problem while minimizing deviations. SVR attempts to keep 

prediction errors within a specific range (epsilon-tube) and optimizes the 

hyperplane using a penalty function for errors outside this tube. To handle non-

linear data, SVR employs kernel functions, which enable the model to achieve 

successful results even with datasets containing non-linear relationships. A linear 

hyperplane can be established by transforming data into a higher-dimensional 

space through kernel functions. Studies have shown that SVR provides a robust 

regression method, particularly for non-linear and noisy datasets (Özden & 

Güleryüz, 2021). 

 

2.3. Gaussian Process Regression (GPR) 

Gaussian Process Regression (GPR) is a probabilistic regression model that 

models the distribution of the predicted data. Like SVR, GPR relies on kernel 

functions to measure the similarity between data points, offering a flexible 

approach to solving non-linear problems. GPR models the relationship between 

data points using Gaussian processes, allowing the data to be represented within 

a certain uncertainty range. GPR adopts a probabilistic approach to predict the 

relationship between inputs and outputs, assuming that the inputs are derived 

from a Gaussian distribution. A significant advantage of GPR is its ability to 

estimate uncertainties, making it particularly useful for researchers aiming to 

calculate confidence intervals for predicted values (Güleryüz & Özden, 2023a). 

Additionally, Gaussian processes are effective in dealing with noise in the 

dataset. 

 

2.4. Hyperparameter Optimization in Hybrid Models: Grid Search and 

Random Search Methods 

Hyperparameter optimization is a fundamental process for improving the 

performance of machine learning models and ensuring better adaptability to 

datasets. In this context, Grid Search and Random Search are two widely used 

methods for optimizing the hyperparameters of machine learning models. Grid 

Search is an optimization approach that systematically tests all possible 

combinations of hyperparameters within a defined range. This method aims to 

identify the best-performing hyperparameters by evaluating every combination. 
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The main advantage of Grid Search is its comprehensive coverage, increasing the 

likelihood of reaching the global optimum. However, the computational cost of 

Grid Search can be high, especially for large hyperparameter spaces, making it 

time-consuming. For this reason, Grid Search is typically preferred for smaller, 

constrained hyperparameter ranges. 

On the other hand, Random Search tests a randomly selected subset of 

hyperparameter combinations instead of the entire hyperparameter space. This 

approach significantly reduces computational costs and achieves faster results 

than Grid Search, particularly in large hyperparameter spaces. The primary 

advantage of Random Search is its ability to discover influential regions of the 

hyperparameter space more efficiently when only a portion of the space 

determines model performance. However, randomness introduces the risk of 

overlooking some essential combinations (Banerjee, 2019; Liashchynskyi & 

Liashchynskyi, 2019). 

Both methods are widely applied in models like Support Vector Regression 

(SVR) and Gaussian Process Regression (GPR). Hyperparameter optimization is 

critical in enhancing these models' predictive accuracy and generalization 

capacity, which are frequently preferred for modeling non-linear and complex 

systems. 

 

2.4.1 GS-SVR and GS-GPR 

Hyperparameter optimization is a critical process for improving machine 

learning model performance. Grid Search (GS) provides a systematic approach 

for hyperparameter optimization and is commonly applied to models like SVR 

and GPR. By testing all combinations within a defined range, GS aims to select 

the hyperparameters that deliver the best performance. 

SVR, known for its ability to model non-linear relationships, uses kernel 

functions to transform data into higher-dimensional spaces, effectively capturing 

non-linear patterns. Key hyperparameters in SVR include (Smola & Schölkopf, 

2004): 

• Penalty parameter (C): Controls the model's tolerance for errors. 

• Epsilon (ε): Defines a threshold for prediction accuracy. 

• Kernel type: Determines the structure of relationships between data 

points. 

In contrast, GPR uses a probabilistic approach and estimates both prediction 

accuracy and uncertainties. Key hyperparameters in GPR include: 

• Noise level: Controls the model's sensitivity to data noise. 

• Length scale: Determines the model's ability to learn finer details in the 

data. 
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GS-optimized SVR and GPR systematically evaluate hyperparameter 

combinations, searching for the global optimum. While GS-SVR delivers rapid 

results for large datasets, GS-GPR excels in small datasets, mainly due to its 

ability to estimate uncertainties. Both models are effective tools for modelling 

complex systems like energy demand forecasting. 

 

2.4.2 RS-SVR and RS-GPR 

Random Search (RS) is an efficient method to reduce computational costs 

during hyperparameter optimization. Instead of evaluating the entire 

hyperparameter space, RS tests a randomly selected subset of combinations. This 

method provides faster results than Grid Search while maintaining lower 

computational costs. RS-SVR optimizes the Support Vector Regression model 

by randomly selecting hyperparameter combinations such as C, ε, and kernel 

parameters. Optimizing these parameters enhances the accuracy and 

generalization capacity of the SVR model. Particularly in large datasets and non-

linear relationship modelling, RS-SVR stands out as a fast and effective method. 

RS-GPR optimizes the hyperparameters of the Gaussian Process Regression 

model, including kernel functions, noise level, and length scale, through random 

combinations. Compared to Grid Search, RS-GPR achieves results with lower 

computational costs. RS-GPR performs exceptionally well for small datasets and 

provides an advantage in estimating uncertainties, making it ideal for complex 

systems like energy demand forecasting. 

RS-SVR and RS-GPR models apply to dynamic and complex systems such as 

energy demand forecasting and environmental modelling. The flexibility of 

Random Search enables it to deliver effective solutions across wide 

hyperparameter ranges while reducing computational costs and achieving 

accurate, generalizable predictions. Grid Search (GS) and Random Search (RS)-

optimized SVR and GPR models enhance machine learning by improving 

accuracy and generalization capacity. These models offer reliable predictions in 

dynamic systems such as energy demand, contributing to the development of 

sustainable management strategies. 

 

3. Findings and Performance Comparisons 

MAE (Mean Absolute Error), RMSE (Root Mean Square Error), and R² 

(Coefficient of Determination) are statistical measures frequently used to 

evaluate the performance of a model (Chai & Draxler, 2014). MAE expresses 

how much, on average, the model's predictions deviate from the actual values and 

measures the accuracy of each prediction. RMSE, by squaring the errors, gives 

more weight to large deviations and makes the impact of significant errors more 
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prominent. This measure provides a critical evaluation, especially when 

considerable errors are substantial. R², on the other hand, measures the variance 

in the data that the model can explain; as its value approaches 1, it indicates a 

high explanatory power of the model, while values closer to 0 show inadequacy 

(Güleryüz&Özden, 2023b; Teke et al., 2023; Akkaş et al., 2018; Şen et al., 2023). 

When these three metrics are used together, they comprehensively evaluate the 

model’s accuracy and reliability. This study calculated the MAE, RMSE, and R² 

values for all developed models and analyzed them comparatively. Table 4 

presents the performance results of the developed models for both the training 

and testing phases, evaluated using three key statistical metrics: RMSE (Root 

Mean Square Error), R² (Coefficient of Determination), and MAE (Mean 

Absolute Error). 

 

Table 4. Comparative Performance Analysis of Developed Models 

  
Model 

Type 
RMSE R2 MAE 

Training Phase 

SVR 0,081 0,85 0,078 

GPR 0,126 0,54 0,163 

SVR_GS 0,083 0,84 0,078 

GPR_GS 0,080 0,90 0,066 

SVR_RS 0,115 0,73 0,098 

GPR_RS 0,115 0,73 0,098 

Testing Phase 

SVR 0,098 0,83 0,067 

GPR 0,138 0,49 0,174 

SVR_GS 0,096 0,86 0,063 

GPR_GS 0,114 0,78 0,093 

SVR_RS 0,113 0,80 0,077 

GPR_RS 0,112 0,81 0,077 

 

In this study, which aimed to predict natural gas consumption, various 

hyperparameter optimization methods, such as Grid Search and Random Search, 

were applied using Support Vector Regression (SVR) and Gaussian Process 

Regression (GPR) algorithms. The results presented in the table provide a 

comparative analysis of the performance of different machine learning models. 

Support Vector Regression (SVR), Gaussian Process Regression (GPR), and their 

optimized versions with Grid Search (GS) and Random Search (RS) were 

evaluated during both the training and testing phases. The performance metrics 
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used include Root Mean Square Error (RMSE), R² (Coefficient of 

Determination), and Mean Absolute Error (MAE). This evaluation is a significant 

guide for understanding the accuracy and generalization capacity of the models. 

During the training phase, the SVR model demonstrated strong performance 

with low RMSE and MAE values and a high R² score (85%). SVR stood out with 

its ability to effectively model non-linear relationships. In contrast, the GPR 

model lagged behind SVR, with a relatively low R² value (54%) and higher error 

rates (RMSE: 0.1263, MAE: 0.1631). However, among the models optimized 

with Grid Search, GPR_GS provided the best results. Optimizing GPR with Grid 

Search significantly improved its performance, increasing the R² value to 90% 

during the training phase. 

In the models optimized with Random Search, SVR_RS and GPR_RS 

exhibited lower performance than Grid Search. This outcome indicates that Grid 

Search provides a more comprehensive optimization, enhancing model accuracy. 

The comparison of RMSE, R², and MAE values during the testing phases is 

visualized in Figure 3. The figure demonstrates the superior performance of the 

Grid Search-optimized SVR (SVR_GS) model. 

 

 

(a) 

 

(b) 
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(c) 

Figure 3. Performance Comparison of Machine Learning Models Across Metrics (a: MAE, b: 

R², c: RMSE ) 

In the testing phase, the SVR model again demonstrated effective 

performance, proving its strong generalization capacity with an R² value of 83% 

and low error rates (RMSE: 0.098, MAE: 0.0669). The GPR model, similar to its 

performance in the training phase, showed lower performance in the testing 

phase, with an R² value of 49% and higher error rates (RMSE: 0.138, MAE: 

0.174), indicating limited generalization capacity. Among the models optimized 

with Grid Search, SVR_GS achieved the highest accuracy during the testing 

phase with an R² value of 86% and significantly reduced error rates (RMSE: 

0.096, MAE: 0.063). While the GPR_GS model provided better results during 

the testing phase (R²: 78%, RMSE: 0.114), it still lagged behind the SVR-based 

models. For models optimized with Random Search, RS optimization improved 

the performance of both SVR and GPR models during the testing phase, but it 

was not as effective as Grid Search. 

Overall, SVR models outperformed GPR models in training and testing 

phases, providing higher accuracy. SVR's ability to effectively model non-linear 

relationships and maintain low error rates highlights its superiority. Grid Search 

optimization led to significant improvements, particularly for GPR models, 

whereas its impact on SVR models was more limited. Although the Random 

Search method offered faster and more cost-effective optimization, it 

demonstrated lower performance than Grid Search. These findings indicate that 

SVR models, especially those supported with Grid Search optimization, should 

be preferred in dynamic processes such as energy demand forecasting. However, 

GPR models optimized with Grid Search could provide a suitable approach for 

applications requiring uncertainty analysis. Both models serve as practical tools 

for energy management and resource planning processes. 

The findings of this study demonstrate the accuracy and effectiveness of the 

machine learning models used to forecast natural gas consumption for Bayburt 

province. In particular, improving SVR and GPR models with optimization 

methods such as Grid Search and Random Search has enabled more accurate 

97



 

energy demand predictions. The results provide important insights into 

improving energy management and ensuring the more efficient use of resources. 

These findings serve as a strategic guide for managing energy demand at the local 

level and achieving sustainable development goals (SDGs). Specifically, the 

predictability of energy consumption contributes to SDG 7 (Affordable and Clean 

Energy) and SDG 13 (Climate Action). Accurate forecasting models support the 

prevention of energy waste, reduce carbon emissions, and play a critical role in 

facilitating the transition to renewable energy sources. In this context, the 

findings have the potential to guide the shaping of local energy policies from a 

sustainability perspective and contribute to the global energy transition. 

4. Conclusion and Recommendations 

This study highlights the importance of accurately forecasting natural gas 

consumption for Bayburt province to ensure adequate energy management at the 

local level and contribute to broader goals such as sustainable development and 

combating climate change. Advanced machine learning models such as Support 

Vector Regression (SVR) and Gaussian Process Regression (GPR), along with 

optimization techniques like Grid Search and Random Search, demonstrate the 

potential to improve prediction accuracy in dynamic and complex systems. 

Conducted in a small-scale city like Bayburt, this study plays a pioneering role in 

developing regional energy strategies. The results indicate that Grid Search-

optimized SVR models outperformed other models in training and testing phases, 

proving to be a suitable method for high-accuracy forecasts in regions with 

limited data resources. However, in scenarios requiring uncertainty analysis, GPR 

models emerge as valuable tools for risk analysis and planning under uncertain 

conditions. 

Bayburt’s small size, along with its unique economic, social, and climatic 

structure compared to larger metropolitan areas, further underscores the 

importance of this study. Understanding energy consumption dynamics in small-

scale settlements is crucial for the efficient use of limited resources and the 

development of regional strategies for energy management. Additionally, in 

regions with low population density, such as Bayburt, the effects of seasonal 

temperature changes on natural gas consumption are more pronounced. 

Therefore, this study's models and analytical methods provide a successful 

example of energy demand forecasting in small-scale regions like Bayburt. 

The findings of this study are directly aligned with the Sustainable 

Development Goals (SDGs). By facilitating energy management and the efficient 

use of resources, the study supports SDG 7 (Affordable and Clean Energy). 

Accurate predictions of natural gas demand minimize energy waste, promote 

optimal resource utilization, and contribute to achieving SDG 12 (Responsible 
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Consumption and Production). Furthermore, improving the accuracy of energy 

forecasts helps align energy policies with SDG 13 (Climate Action) by reducing 

greenhouse gas emissions. Integrating climatic variables, particularly 

temperature, into forecasting models highlights the importance of considering 

climate variability in energy planning processes. The findings of this study are 

particularly significant for regions like Bayburt, where energy demand is heavily 

influenced by seasonal temperature changes. Bayburt’s small-scale structure 

enhances the direct applicability of these findings. By incorporating climatic and 

demographic factors into machine learning models, the study allows for a better 

understanding of the relationship between energy consumption and 

environmental dynamics. This approach contributes to the development of local 

energy strategies for regions like Bayburt and supports the global transition 

toward more sustainable energy systems. 

In conclusion, this study demonstrates the applicability of data-driven 

approaches for improving energy efficiency and combating climate change in 

small-scale cities like Bayburt. The presented methodologies and findings 

provide a foundation for future studies to optimise energy systems, reduce 

emissions, and achieve sustainable development goals. The findings of this study 

not only provide a framework for forecasting energy demand in Bayburt and offer 

critical insights for global sustainable energy management strategies. Accurate 

prediction of natural gas consumption enhances energy efficiency, prevents 

resource wastage, and optimizes fossil fuel consumption, thereby reducing 

carbon emissions. This is particularly critical for achieving SDG 7 (Affordable 

and Clean Energy) and SDG 13 (Climate Action). The machine learning-based 

models employed in this study offer a universally applicable methodology for 

predicting energy demand in different geographies. Accurate forecasting models 

also facilitate the integration of renewable energy sources into power grids, 

ensuring energy security and enabling the design of sustainable energy systems. 

The methods developed for small-scale regions like Bayburt present a highly 

applicable model for energy management in less-developed areas. Accurate 

forecasting of energy demand in such regions is essential for ensuring energy 

equity and supporting local economic and environmental sustainability. 

Additionally, this study contributes to developing policies that enhance energy 

accessibility, reduce global carbon emissions, and strengthen the resilience of 

energy networks. As a result, the findings provide a valuable guide for designing 

and managing global energy systems more sustainably. 

Future research could integrate renewable energy sources (e.g., solar, wind, 

and biomass) and hybrid energy systems into machine learning-based prediction 

models (Liu et al., 2021). In this context, incorporating renewable energy 

99



 

production data (e.g., solar radiation and wind speeds) into energy demand 

forecasting processes could enhance model accuracy while providing a more 

sustainable framework for resource utilization. Modelling the interactions 

between renewable sources and conventional energy systems within hybrid 

energy systems could contribute significantly to managing seasonal and regional 

energy imbalances. Therefore, future studies can comprehensively examine the 

intersection of machine learning and energy management, contributing to 

sustainable development goals at both local and global scales. 
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The Role of Chaotic Maps in Metaheuristic Optimization Algorithms: A 

Study on AVOA 

 

 

 

Abstract 

This study comprehensively examines the integration of chaotic maps in order 

to improve the performance of the African Vulture Optimization Algorithm 

(AVOA), which stands out among nature-inspired metaheuristic algorithms. 

AVOA was developed by taking inspiration from energy-efficient flight 

techniques and hunting behaviors of African vultures and achieves successful 

results in global optimization problems. However, it has limitations such as being 

trapped in local minima and not being able to scan the search space 

comprehensively enough. In order to overcome these problems, it is proposed to 

integrate chaotic systems into AVOA as chaotic maps. The exploration phase of 

AVOA incorporates 10 distinct chaotic maps, including Circle, Chebyshev, 

Logistic, Gauss/mouse, Iterative, Sine, Piecewise, Sinusoidal, Singer, and Tent. 

These maps aim to improve both exploration and exploitation balance by 

increasing the initial population diversity of the algorithm. We comprehensively 

evaluate the proposed methods using the CEC'17 benchmark test functions. We 

divide these functions into unimodal, multimodal, hybrid, and compositional 

categories, and comprehensively test the convergence performance, local optima 

compression tendency, and solution quality of the algorithm. When chaotic maps 

are added to CAVOA algorithms, they work better than AVOA algorithms, 

especially in unimodal and hybrid functions, according to the results. 

 

Keywords- Optimization, Chaotic map, Metaheuristic optimization 

algorithm, CEC’17 functions 
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1. Introduction 

Optimization is of critical importance to solve problems frequently 

encountered in disciplines such as engineering [1], [2], energy [3], [4], logistics 

[5], economics [6], [7], medical [8] [9], [10], bioinformatics [11], [12], and 

artificial intelligence [13]. In particular, finding the optimum solution in high-

dimensional and nonlinear problems creates difficulties in terms of both time and 

computational cost. Traditional optimization methods may be stuck in local 

minima and inadequate in finding the global optimum in such problems [14]. In 

this context, innovative approaches such as nature-inspired algorithms and 

chaotic systems have attracted the attention of researchers to provide effective 

solutions to optimization problems. 

The African Vultures Optimization Algorithm (AVOA) is a metaheuristic 

algorithm derived from the energy-efficient flying techniques and predatory 

activities of African vultures. This algorithm has attained encouraging outcomes 

in global optimization challenges by presenting a novel method to equilibrate 

exploration and exploitation processes. However, when addressing complex and 

multi-dimensional problems, algorithms like AVOA may be susceptible to local 

minima. Improving the search process and increasing the population's diversity 

are two things that are absolutely necessary in order to overcome this constraint. 

Local minima may be efficiently reduced by including chaotic maps into 

metaheuristic algorithms. This is accomplished by increasing the variety of the 

population at the beginning of the search process, which in turn makes the search 

process more efficient. 

Chaotic systems are complex mathematical systems that exhibit chaotic 

behavior despite being deterministic. Integrating these systems into optimization 

algorithms in the form of chaotic maps enables a broader search in the solution 

space. In the literature, chaotic maps have been shown to be successfully used in 

algorithms such as bird swarm optimization [15], slime mold optimization 

algorithm [16], and grasshopper optimization algorithm [17], arithmetic 

optimization algorithm [18], dragonfly algorithm [19], vortex search algorithm 

[20], crow search algorithm [21], hunger games search algorithm [22], transient 

search optimization [23], chimp optimization [24], whale optimization algorithm 

[25], Henry gas solubility optimization algorithm [26]. However, studies on the 

integration of chaotic dynamics in AVOA are quite limited. 

The performance of the algorithms used in solving optimization problems 

varies from problem to problem. The No Free Lunch (NFL) Theorem states that 

no optimization algorithm can be equally effective for all problems. This theorem 

reveals that a single algorithm cannot provide the best results for all types of 

optimization problems and that specific algorithms or developments suitable for 
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different problems should be developed [27]. In this context, nature-inspired 

algorithms such as AVOA, although successful for certain problem classes, may 

show limitations such as getting stuck in local minima or insufficient solution 

quality when it comes to complex and multimodal problems. In light of the NFL 

Theorem, the integration of chaotic maps to improve the performance of the 

AVOA algorithm is considered an important step to increase the general 

applicability of the algorithm and make it effective for a wider range of problems. 

Although AVOA has been proven to be a powerful optimization algorithm in 

the literature, there is a need for methods that will prevent it from getting stuck 

in local minima and scan the search space more effectively. Integrating chaotic 

maps with AVOA offers a potential solution to close this gap. In this study, 

different types of chaotic maps (for example, Chebyshev, Gauss/mouse, Circle, 

Iterative, Sine, Logistic, Sinusoidal, Piecewise, Singer, and Tent maps) have been 

examined in order to improve the performance of the AVOA algorithm, and the 

effects of these maps on the performance of AVOA have been analyzed in detail. 

The aim is to improve the solution quality, convergence speed, and the risk of 

getting stuck in local minima of the algorithm. In this context, the aim of this 

study, supported by both theoretical and experimental analyses, is to reveal the 

superiority of optimization algorithms enriched with chaotic maps and to 

emphasize the potential of such innovative methods to solve complex problems. 

The rest of the paper is organized as follows: In the second section, the African 

vultures method is discussed and examined in detail. In the third section, chaotic 

maps are included, and the maps used are explained. In the fourth section, 

information about the proposed method is given and its equations are shown. In 

the fifth section, experimental results are performed, and the proposed method is 

analyzed in detail in CEC'17 functions. In addition, Friedman and Wilcoxon sign 

rank statistical analyses are performed. In the last section, the sixth section, the 

results of the study are given and information about future studies is given. 

 

2. Chaotic AVOA Algorithm 

AVOA consists of 6 stages. These stages are explained below, respectively 

[28]. 

2.1.   Identifying the best vulture within a group 

After establishing the initial population, the fitness of each solution is 

evaluated. The best solution is named the best vulture in the first group, and the 

next best solution is named the best vulture in the second group. The remaining 

solutions then migrate towards the optimal solutions of both groups, as per 

Equation (1). Every time the fitness iteration is changed, the whole population is 

reassessed. 
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𝑅(𝑖) = {
𝐵𝑒𝑠𝑡𝑉𝑢𝑙𝑡𝑢𝑟𝑒1𝑖𝑓𝑝𝑖 = 𝐿1
𝐵𝑒𝑠𝑡𝑉𝑢𝑙𝑡𝑢𝑟𝑒2𝑖𝑓𝑝𝑖 = 𝐿2

      (1) 

In Equation (1), the chance of selecting certain vultures to guide the remaining 

vultures towards one of the optimal solutions within each group is computed, 

where 𝐿1 and 𝐿2 The parameters to be assessed prior to the search process must 

have values ranging from 0 to 1, with their total equaling 1. The likelihood of 

selecting the optimal solution is determined by using the Roulette wheel to choose 

the best answers from each group, as shown by Equation (2). 

𝑝𝑖 =
𝐹𝑖

∑ 𝐹𝑖
𝑛
𝑖=1

         (2) 

An 𝛼-numeric parameter near 1 and  𝛽-numeric parameter near 0 in AVOA 

will result in heightened intensification. If the β-numeric parameter approaches 1 

and the 𝛼 -numeric parameter approaches 0, it results in increased variety in 

AVOA. 

2.2. The vulture starvation rate 

The mathematical modeling for this step used Equation (4). It was used to 

transition from the exploration phase to the exploitation phase, influenced by the 

satiety or hunger rate of vultures. The satiety rate exhibits a declining tendency, 

and Equation (4) was used to represent this phenomenon. 

𝑡 = ℎ × (𝑠𝑖𝑛𝑤 (
𝜋

2
×

𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑖

𝑚𝑎𝑥𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠
) + 𝑐𝑜𝑠 (

𝜋

2
×

𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑖

𝑚𝑎𝑥𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠
) − 1)  (3) 

𝐹 = (2 × 𝑟𝑎𝑛𝑑1 + 1) × 𝑧 × (1 −
𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑖

𝑚𝑎𝑥𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠
) + 𝑡   (4) 

In Equations (3) and (4), ℎ is a stochastic variable inside the interval of -2 to 

2, 𝐹 signifies that the vultures are satisfied, 𝑧 is a random value between -1 and 

1 that varies with each iteration, iteration represents the current iteration number, 

max iterations indicate the total number of iterations, and 𝑟𝑎𝑛𝑑1 has a stochastic 

value ranging from 0 to 1. When the 𝑧 value falls below 0, it indicates that the 

vulture is malnourished, and when it rises to 0, it signifies that the vulture is 

satisfied. 

2.3.  Exploration 

In the AVOA, vultures may explore several random regions, determined by 

two distinct techniques, with a parameter known as 𝑃1 used to choose between 

them. This parameter must be assigned a value prior to the search operation and 

should range between 0 and 1, dictating the use of each of the two techniques. To 

choose any strategy in the 𝑟𝑎𝑛𝑑𝑝1 exploration phase, a random number between 

0 and 1 is created. The Equation (6) is used if this number is greater than or equal 

to the 𝑃1parameter. If 𝑟𝑎𝑛𝑑𝑝1 is less than the parameter 𝑃1, then Equation (8) is 

used. In this scenario, each vulture does a random search in its environment based 

on its degree of satiation. This approach is shown in Equation (5). 
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𝑃(𝑖 + 1) = {
 Equation(6)if𝑃1 ≥ 𝑟𝑎𝑛𝑑𝑝1 

Equation(8)if𝑝1< 𝑟𝑎𝑛𝑑𝑝1   
     (5) 

𝑃(𝑖 + 1) = 𝑅(𝑖) − 𝐹 ×  𝐷(𝑖)      (6) 

𝐷(𝑖) = |𝑅(𝑖) × 𝑋 − 𝑃(𝑖)|       (7) 

As per Equation (6), vultures engage in a random search for sustenance within 

a range defined by one of the optimal cultures from the two groups, where 𝑃(𝑖 +

1) denotes the vulture's position vector in the next iteration, and 𝐹 represents the 

rate of vulture satiation, denotes the vulture's position vector in the next iteration. 

In Equation (7), 𝑅(𝑖) denotes one of the optimal vultures, chosen by the 

application of Equation (1) in the present iteration. Additionally, 𝑋 is the location 

where vultures disperse unpredictably to safeguard their meal from competing 

vultures. 𝑋 serves as a coefficient vector that amplifies random motion, varying 

with each iteration, and is derived from the formula 𝑋 = 2 × 𝑟𝑎𝑛𝑑, where rand 

represents a random integer within the range of 0 to 1. 𝑃(𝑖) denotes the current 

vector location of the vulture. 

𝑃(𝑖 + 1) = 𝑟𝑎𝑛𝑑2 × ((𝑢𝑏 − 𝑙𝑏) × 𝑟𝑎𝑛𝑑3 + 𝑙𝑏) +  𝑅(𝑖) − 𝐹  (8) 

In Equation (8), 𝑅(𝑖) denotes one of the optimal vultures identified using 

Equation (1) in the present iteration. 𝐹 is the vulture satiation rate derived from 

Equation (4) in the present iteration, whereas 𝑟𝑎𝑛𝑑2is a random number ranging 

from 0 to 1. 𝑢𝑏 and 𝑙𝑏 indicate the upper and lower bounds of the variables, 

respectively. Employing Equation (8) in the AVOA yields a basic model for the 

stochastic creation of solutions inside the interval (𝑙𝑏, 𝑢𝑏). 𝑟𝑎𝑛𝑑3 is used to 

enhance the randomness coefficient. If 𝑟𝑎𝑛𝑑3 approaches 1, it distributes the 

answers in like ways, introducing a stochastic motion in combination with the 𝑙𝑏. 

It generates a substantial random coefficient proportional to the size of the search 

environment to enhance diversity and investigate various areas of the search 

space. 

2.4. Exploitation 

The efficiency phase of the AVOA is examined at this juncture. If the value of 

|𝐹| is less than one, the AVOA transitions onto the exploitation phase, consists of 

two phases, each utilizing a different approach. There are two parameters, 𝑃2 and 

𝑃3, that determine the strategy used in each internal stage. Parameter 𝑃2 is used 

to choose the strategies accessible in the first phase, whereas parameter 𝑃3 is 

employed to pick the methods accessible in the subsequent phase. Both 

parameters must be assigned values of 0 and 1 prior to starting the search 

operation. The vultures' foraging behaviors, analyzed in section 3, are structured 

and tailored to mathematical challenges.  
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Exploitation: The AVOA commences the first part of the Exploitation stage 

when the value |F| ranges from 1 to 0.5. During the first phase, two distinct 

rotational aerial and siege combat techniques are used. 𝑃2 is used to ascertain the 

selection of each strategy, which must be evaluated prior to the execution of the 

search operation, with the value required to be between 0 and 1. At the start of 

this phase, a random number, 𝑟𝑎𝑛𝑑𝑝2 , is created within the range of 0 to 1. If this 

amount is larger than or equal to the parameter 𝑃2, the Siege-fight tactic is 

implemented gradually. However, if this random number is less than the 

parameter 𝑃2, a rotational flying strategy is implemented. This process is shown 

in Equation (9). 

𝑃(𝑖 + 1) = {
 Equation(10)if𝑃2 ≥ 𝑟𝑎𝑛𝑑𝑝2 

Equation(13)if𝑝2< 𝑟𝑎𝑛𝑑𝑝2   
     (9) 

Food Competition: When |𝐹| is ≥ 0.5, the vultures are adequately satisfied 

and possess sufficient energy. The congregation of several vultures around a 

single food source may lead to significant disputes over food procurement.  

Conversely, the weaker vultures attempt to exhaust and get sustenance from the 

healthier vultures by congregating around them and instigating little skirmishes. 

Equations (10) and (11) are used to represent this phase. 

𝑃(𝑖 + 1) = 𝐷(𝑖) × (𝐹 + 𝑟𝑎𝑛𝑑4) − 𝑑(𝑡)     (10) 

𝑑(𝑡) = 𝑅(𝑖) − 𝑃(𝑖)        (11) 

D(i) is computed using Equation (7), whereas 𝐹 represents the satiation rate 

of vultures, determined by Equation (4). 𝑟𝑎𝑛𝑑4 is a stochastic variable ranging 

from 0 to 1, used to augment the random coefficient. In Equation (11), 𝑅(𝑖) 

represents one of the optimal vultures from the two groups chosen using Equation 

(1) in the present iteration, while 𝑃(𝑖) denotes the current vector location of the 

vulture, which facilitates the calculation of the distance between the vulture and 

one of the optimal vultures in the two groups. 

2.5.  Rotating flight of Vultures: 

The spiral model has been used to mathematically represent circular flight. 

The rotational flight is articulated by Equations (12) and (13). 

𝑆1 = 𝑅(𝑖) × (
𝑟𝑎𝑛𝑑5×𝑃(𝑖)

2𝜋
) × cos (𝑃(𝑖))  

𝑆2 = 𝑅(𝑖) × (
𝑟𝑎𝑛𝑑6×𝑃(𝑖)

2𝜋
) × sin (𝑃(𝑖))     (12) 

𝑃(𝑖 + 1) = 𝑅(𝑖) − (𝑆1 + 𝑆2)      (13) 

In Equations (12) and (13), 𝑅(𝑖) represents the position vector of one of the 

two optimal vultures in the current iteration, derived from Equation (1). Cosine 

and sine denote the functions of cosine and sine, respectively. 𝑟𝑎𝑛𝑑5 and 𝑟𝑎𝑛𝑑6 
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are random numbers ranging from 0 to 1. 𝑆1 and 𝑆2 are derived using Equation 

(12). Ultimately, the position of the vultures is revised using Equation (13). 

2.6. Exploitation (Second Phase): 

During the second phase of exploitation, the motions of the two vultures 

attract many species of vultures to the food supply, resulting in a siege and intense 

competition for sustenance. If the absolute value of 𝐹 is less than 0.5, this step of 

the algorithm is run. At the start of this phase, 𝑟𝑎𝑛𝑑𝑝3 is produced, representing 

a random integer within the interval of 0 to 1. If 𝑟𝑎𝑛𝑑𝑝3 is higher than or equal 

to the parameter 𝑃3, the plan involves accumulating several kinds of vultures 

around the food supply. If the resultant number is less than the parameter 𝑃3, the 

aggressive siege-fight strategy is executed. This approach is shown in Equation 

(14). 

𝑃(𝑖 + 1) = {
𝐸𝑞(16)𝑖𝑓𝑝3 ≥ 𝑟𝑎𝑛𝑑𝑝3 
𝐸𝑞(17)𝑖𝑓𝑝3 ≥ 𝑟𝑎𝑛𝑑𝑝3 

     (14) 

The aggregation of several vulture species around the feeding source: The 

aggregation of vultures towards the feeding source is analyzed. Vultures can 

experience starvation, leading to intense competition for food that may attract 

many vulture species to a single resource. Equations (15) and (16) have been used 

to model this vulture movement. 

𝐴1 = 𝐵𝑒𝑠𝑡𝑉𝑢𝑙𝑡𝑢𝑟𝑒1(𝑖) −
𝐵𝑒𝑠𝑡𝑉𝑢𝑙𝑡𝑢𝑟𝑒1(𝑖)×𝑃(𝑖)

𝐵𝑒𝑠𝑡𝑉𝑢𝑙𝑡𝑢𝑟𝑒1(𝑖)−𝑃(𝑖)
2 × 𝐹  

𝐴2 = 𝐵𝑒𝑠𝑡𝑉𝑢𝑙𝑡𝑢𝑟𝑒2(𝑖) −
𝐵𝑒𝑠𝑡𝑉𝑢𝑙𝑡𝑢𝑟𝑒2(𝑖)×𝑃(𝑖)

𝐵𝑒𝑠𝑡𝑉𝑢𝑙𝑡𝑢𝑟𝑒2(𝑖)−𝑃(𝑖)
2 × 𝐹    (15) 

In Equation (15), 𝐵𝑒𝑠𝑡𝑉𝑢𝑙𝑡𝑢𝑟𝑒1(𝑖)denotes the optimal vulture of the first 

group in the current iteration, while 𝐵𝑒𝑠𝑡𝑉𝑢𝑙𝑡𝑢𝑟𝑒2(𝑖) signifies the optimal 

vulture of the second group in the same iteration. 𝐹 represents the vulture 

satiation rate, computed via Equation (4), and 𝑃(𝑖) indicates the current vector 

position of a vulture. 

𝑃(𝑖 + 1) =
𝐴1+𝐴2

2
        (16) 

The aggregate of all vultures is executed using Equation (16), with 𝐴1 and 𝐴2 

derived from Equation (15), and 𝑃(𝑖 + 1) representing the vector of the vulture's 

location in the subsequent iteration. 

Aggressive vultures in pursuit of food converge from all directions towards 

the dominant vulture. Equation (17) serves to represent this motion. 

𝑃(𝑖 + 1) = 𝑅(𝑖) − |𝑑(𝑡)| × 𝐹 × 𝐿𝑒𝑣𝑦(𝑑)     (17) 

In Equation (16), 𝑑(𝑡) denotes the distance of the vulture to one of the optimal 

vultures in the two groups, derived by Equation (11). The Levy flight (LF) 

equation is shown in Equation (18). 
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𝐿𝐹(𝑥) = 0.01 ×
𝑢×𝜎

𝑣
1
𝛽

, 𝜎 = (
Γ(1+𝛽)×sin (

𝜋𝛽

2
)

Γ(1+𝛽)×𝛽×2(
𝛽−1

2
)
)

1

𝛽

    (18) 

In Equation (18), 𝑑 denotes the issue dimensions, 𝑢 and 𝑣 are random 

variables ranging from 0 to 1, and 𝛽 is a constant value of 1.5. 

 

3. Chaotic Maps 

Chaotic maps constitute a significant area within the science of dynamical 

systems and serve as instruments often used for the mathematical description of 

deterministic chaos. These maps include consecutive repetitions of a 

mathematical function that defines the system's state. Chaotic maps exhibit 

profound sensitivity to beginning circumstances, a phenomenon termed the 

butterfly effect, whereby little alterations may result in significant disparities over 

time. Chaotic maps are used to simulate processes characterized by 

unpredictability and disorder across several domains, including physics, 

economics, biology, and engineering, facilitating the comprehension of 

complicated system dynamics within these disciplines. Chaotic maps and their 

properties used in the paper are shown in Table 1. 

Table 1. Variables and equations of chaotic maps 

CM 

No 

CM Name CM Equation 

1 Chebyshev 

map 

𝑋𝑛+1 = cos (𝑘𝑐𝑜𝑠−1𝑥𝑛)  

2 Circle map 𝑋𝑛+1 = 𝑋𝑛 + 𝑏 − (
𝑎

2𝜋
) sin(2𝜋𝑋𝑛)𝑚𝑜𝑑(1) 𝑎 =  0.5 and 

𝑏 =  0.2  

3 Gauss map 
𝑋𝑛+1 = {

0 ,            𝑋𝑛 = 0
1

𝑋𝑛𝑚𝑜𝑑(1)
,   𝑋𝑛Є(0,1)

 ,  
1

𝑋𝑛𝑚𝑜𝑑(1)
=

1

𝑋𝑛
− ⌊

1

𝑋𝑛
⌋ 

4 Iterative map 𝑋𝑛+1 = 𝑠𝑖𝑛 (
𝑎𝜋

𝑥𝑛
), 𝑎 = 0.7  

5 Logistic map 𝑋𝑛+1 = 𝑎𝑋𝑛(1 − 𝑋𝑛), 𝑎 = 4         

6 Piecewise map 

𝑥𝑛+1 =

{
 
 

 
 

𝑥𝑛

𝑃
, 0 ≤ 𝑥𝑛 < 𝑃

𝑥𝑛−𝑃

0.5−𝑃
, 𝑃 ≤ 𝑥𝑛 < 0.5

1−𝑃−𝑥𝑛

0.5−𝑃
, 0.5 ≤ 𝑥𝑛 < 1 − 𝑃

1−𝑥𝑛

𝑃
,             1 − 𝑃 ≤ 𝑥𝑛 < 1

 , 𝑃 = 0.4    

7 Sine map 𝑋𝑛+1 =
𝑎

4
𝑠𝑖𝑛(𝜋𝑥𝑛), 0 <  𝑎 ≤  4 

8 Singer map 𝑋𝑛+1 = µ(7.86𝑥𝑛 − 23.31𝑥𝑛
2 + 28.75𝑥𝑛

3 −

13.302875𝑥𝑛
4), µ=1.07 

9 Sinusoidal 

map 

𝑋𝑛+1 = 𝑎𝑥𝑛
2sin (𝜋𝑋𝑛), 𝑎 =  2.3 and 𝑋0 = 0.7  

10 Tent map 
𝑓(𝑥) = {

𝑋𝑛/0.7, 𝑋𝑛 < 0
10/3 𝑋𝑛(1 − 𝑋𝑛), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
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4. Chaotic AOVA 

A primary issue of metaheuristic optimization algorithms is maintaining 

population diversity and avoiding premature convergence. For these algorithms 

to provide successful answers, they must achieve a delicate equilibrium between 

exploration and exploitation processes. Integrating chaotic maps into algorithms 

is one of the most effective methods to enhance population variety and improve 

solution quality. Chaotic maps enhance the search precision and convergence rate 

of metaheuristic algorithms by allowing a broader search space. Metaheuristic 

algorithms typically have two primary phases: exploration and exploitation. The 

exploration step inhibits the algorithm from being ensnared in local optima by 

extensively surveying the search space. The exploitation phase, conversely, seeks 

to identify the optimal solution within a specific portion of the search space by 

concentrating on the most promising locations. Nonetheless, an algorithm too 

focused on exploitation may get ensnared in local optima, while excessive 

emphasis on exploration might render the search arbitrary and unproductive. 

Recently proposed AVOA is popularly applied in many different problems in 

the literature. Although AVOA method has proven itself in the literature, it has 

some disadvantages in the exploration phase. In order to eliminate these 

disadvantages, chaotic maps are used in the exploration phase of AVOA. 

Equations 19 and 20 are obtained by applying 10 different chaotic maps instead 

of random in Equation 7 and 𝑟𝑎𝑛𝑑2 in Equation 8 in the exploration phase of 

AVOA. 

𝐷(𝑖) = |2 × 𝐶𝑀𝑉 × 𝑅(𝑖) − 𝑃(𝑖)|      (19) 

𝑃(𝑖 + 1) = 𝑅(𝑖) − 𝐹 + 𝐶𝑀𝑉 × ((𝑢𝑏 − 𝑙𝑏) × 𝑟𝑎𝑛𝑑3 + 𝑙𝑏)   (20) 

The CMV, or sequentially produced chaotic map value, is used here. The 

suggested techniques using ten distinct chaotic maps are as follows: Chebyshev 

map (CAVOA-1), circle map (CAVOA-2), Gaussian map (CAVOA-3), iterative 

map (CAVOA-4), logistic map (CAVOA-5), piecewise map (CAVOA-6), sinus 

map (CAVOA-7), singer map (CTSO-8), sinusoidal map (CAVOA-9), and tent 

map (CAVOA-10). 

5. Results and Discussions 

The suggested methodologies were used to the CEC'17 test functions to assess 

their performance. The findings were meticulously compared under this subject, 

and the performance analyses of the methodologies were conducted. The 

parameter values of CAVOA are taken as the default values in the AVOA article. 

All applications were developed using MATLAB R2021a, licensed from Manisa 

Celal Bayar University, and all testing were conducted on a machine equipped 
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with an Intel(R) Core (TM) i9–10900k CPU @ 3.70 GHz (10 CPUs), 48 GB 

RAM, running Windows 10–64 bit. 

The IEEE Congress on Evolutionary Computation (CEC) test functions were 

used to evaluate the efficacy of the suggested ten distinct CAVOA and AVOA 

methodologies. CEC'17 test functions include 29 distinct functions, including 

unimodal, multimodal, hybrid, and composition categories. Unimodal functions 

(f1 and f3) assess the convergence performance of the method, whereas 

multimodal functions (f4-f10) analyze potential early convergence issues and 

local optima entrapment. Hybrid and composition functions (f11-f20 and f21-f30) 

are used to assess the capacity to circumvent local optima, characterized by 

several local optima, and to evaluate the equilibrium between exploration and 

exploitation. 

 

Table 2. Results of experiments on CEC’17 test functions 

f1  AVG STD MAX MIN f3  AVG STD MAX MIN 

 AVOA 4.75E+03 6.17E+03 1.99E+04 1.09E+02  AVOA 3.70E+04 7.16E+03 5.10E+04 2.32E+04 

 CAVOA-1 4.17E+03 5.56E+03 1.84E+04 1.13E+02  CAVOA-1 3.42E+04 7.47E+03 4.92E+04 1.32E+04 

 CAVOA-2 5.35E+03 6.19E+03 2.16E+04 1.05E+02  CAVOA-2 3.70E+04 7.06E+03 4.98E+04 1.70E+04 

 CAVOA-3 5.99E+03 6.63E+03 2.10E+04 1.07E+02  CAVOA-3 3.43E+04 5.09E+03 4.62E+04 2.69E+04 

 CAVOA-4 4.19E+03 4.96E+03 1.74E+04 1.13E+02  CAVOA-4 3.36E+04 5.09E+03 4.39E+04 2.23E+04 

 CAVOA-5 3.45E+03 4.85E+03 2.02E+04 1.02E+02  CAVOA-5 3.33E+04 8.31E+03 5.57E+04 1.60E+04 

 CAVOA-6 7.59E+03 8.25E+03 3.09E+04 1.22E+02  CAVOA-6 3.68E+04 7.79E+03 5.60E+04 2.41E+04 

 CAVOA-7 3.70E+03 5.12E+03 2.00E+04 1.17E+02  CAVOA-7 3.49E+04 7.02E+03 4.78E+04 2.20E+04 

 CAVOA-8 3.86E+04 1.88E+05 1.03E+06 1.08E+02  CAVOA-8 3.82E+04 6.01E+03 4.99E+04 2.73E+04 

 CAVOA-9 5.03E+03 4.87E+03 1.96E+04 1.08E+02  CAVOA-9 3.29E+04 7.60E+03 5.23E+04 1.91E+04 

 CAVOA-10 3.80E+03 4.65E+03 1.54E+04 1.06E+02  CAVOA-10 3.42E+04 7.31E+03 4.78E+04 2.06E+04 

f4  AVG STD MAX MIN f5  AVG STD MAX MIN 

 AVOA 5.10E+02 2.86E+01 5.56E+02 4.03E+02  AVOA 7.28E+02 5.02E+01 8.04E+02 6.33E+02 

 CAVOA-1 5.06E+02 2.84E+01 5.70E+02 4.07E+02  CAVOA-1 7.27E+02 4.31E+01 8.08E+02 6.21E+02 

 CAVOA-2 5.15E+02 2.46E+01 5.53E+02 4.17E+02  CAVOA-2 7.33E+02 3.83E+01 8.20E+02 6.49E+02 

 CAVOA-3 5.10E+02 2.88E+01 5.58E+02 4.04E+02  CAVOA-3 7.28E+02 4.42E+01 8.08E+02 6.58E+02 

 CAVOA-4 5.10E+02 2.82E+01 5.62E+02 4.06E+02  CAVOA-4 7.25E+02 4.20E+01 8.16E+02 6.66E+02 

 CAVOA-5 5.17E+02 2.23E+01 5.69E+02 4.72E+02  CAVOA-5 7.15E+02 4.87E+01 8.23E+02 5.86E+02 

 CAVOA-6 5.16E+02 2.86E+01 5.83E+02 4.69E+02  CAVOA-6 7.33E+02 4.20E+01 8.05E+02 6.41E+02 

 CAVOA-7 5.11E+02 2.32E+01 5.88E+02 4.66E+02  CAVOA-7 7.26E+02 4.66E+01 8.45E+02 6.47E+02 

 CAVOA-8 5.08E+02 3.55E+01 5.94E+02 4.15E+02  CAVOA-8 7.20E+02 4.00E+01 8.07E+02 6.41E+02 

 CAVOA-9 5.17E+02 2.43E+01 5.79E+02 4.54E+02  CAVOA-9 7.25E+02 4.25E+01 8.00E+02 6.53E+02 

 CAVOA-10 5.18E+02 2.36E+01 5.79E+02 4.72E+02  CAVOA-10 7.24E+02 4.10E+01 8.04E+02 6.53E+02 

f6  AVG STD MAX MIN f7  AVG STD MAX MIN 

 AVOA 6.49E+02 7.02E+00 6.66E+02 6.35E+02  AVOA 1.15E+03 7.55E+01 1.29E+03 9.97E+02 

 CAVOA-1 6.54E+02 9.75E+00 6.74E+02 6.31E+02  CAVOA-1 1.16E+03 7.34E+01 1.36E+03 1.04E+03 

 CAVOA-2 6.53E+02 7.91E+00 6.77E+02 6.38E+02  CAVOA-2 1.16E+03 6.62E+01 1.29E+03 1.07E+03 

 CAVOA-3 6.54E+02 7.90E+00 6.66E+02 6.34E+02  CAVOA-3 1.18E+03 9.45E+01 1.32E+03 9.89E+02 

 CAVOA-4 6.51E+02 8.57E+00 6.68E+02 6.32E+02  CAVOA-4 1.13E+03 9.48E+01 1.26E+03 9.32E+02 

 CAVOA-5 6.54E+02 9.89E+00 6.81E+02 6.43E+02  CAVOA-5 1.15E+03 7.81E+01 1.29E+03 9.69E+02 

 CAVOA-6 6.51E+02 8.68E+00 6.71E+02 6.35E+02  CAVOA-6 1.13E+03 7.99E+01 1.28E+03 9.82E+02 

 CAVOA-7 6.50E+02 1.01E+01 6.69E+02 6.32E+02  CAVOA-7 1.16E+03 7.42E+01 1.31E+03 1.03E+03 

 CAVOA-8 6.52E+02 7.56E+00 6.69E+02 6.39E+02  CAVOA-8 1.17E+03 7.59E+01 1.30E+03 9.75E+02 

 CAVOA-9 6.54E+02 8.05E+00 6.71E+02 6.40E+02  CAVOA-9 1.19E+03 6.76E+01 1.34E+03 1.06E+03 

 CAVOA-10 6.50E+02 7.59E+00 6.67E+02 6.36E+02  CAVOA-10 1.15E+03 7.71E+01 1.27E+03 1.00E+03 

f8  AVG STD MAX MIN f9  AVG STD MAX MIN 
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 AVOA 9.71E+02 3.37E+01 1.04E+03 9.05E+02  AVOA 5.06E+03 7.41E+02 6.88E+03 3.54E+03 

 CAVOA-1 9.64E+02 2.07E+01 1.00E+03 9.11E+02  CAVOA-1 5.53E+03 7.11E+02 7.89E+03 4.39E+03 

 CAVOA-2 9.67E+02 3.13E+01 1.03E+03 9.03E+02  CAVOA-2 5.07E+03 7.38E+02 6.42E+03 3.28E+03 

 CAVOA-3 9.68E+02 3.97E+01 1.04E+03 9.02E+02  CAVOA-3 5.56E+03 9.12E+02 8.26E+03 4.05E+03 

 CAVOA-4 9.62E+02 2.98E+01 1.03E+03 9.18E+02  CAVOA-4 5.23E+03 5.03E+02 6.67E+03 4.40E+03 

 CAVOA-5 9.69E+02 3.87E+01 1.03E+03 8.82E+02  CAVOA-5 5.61E+03 9.54E+02 8.10E+03 3.80E+03 

 CAVOA-6 9.73E+02 2.93E+01 1.04E+03 9.27E+02  CAVOA-6 5.07E+03 6.14E+02 6.13E+03 3.76E+03 

 CAVOA-7 9.60E+02 2.55E+01 1.01E+03 9.18E+02  CAVOA-7 5.49E+03 9.33E+02 7.59E+03 3.65E+03 

 CAVOA-8 9.64E+02 3.33E+01 1.03E+03 8.99E+02  CAVOA-8 5.25E+03 6.77E+02 6.95E+03 3.89E+03 

 CAVOA-9 9.67E+02 2.74E+01 1.03E+03 9.28E+02  CAVOA-9 5.33E+03 8.83E+02 8.50E+03 4.20E+03 

 CAVOA-10 9.72E+02 3.95E+01 1.05E+03 8.96E+02  CAVOA-10 5.03E+03 8.31E+02 7.14E+03 3.39E+03 

 

 

Table 2. Results of experiments on CEC’17 test functions (continued) 
f10  AVG STD MAX MIN f11  AVG STD MAX MIN 

 AVOA 5.37E+03 8.52E+02 7.44E+03 3.90E+03  AVOA 1.25E+03 5.13E+01 1.34E+03 1.15E+03 

 CAVOA-1 5.61E+03 7.98E+02 7.04E+03 4.35E+03  CAVOA-1 1.25E+03 3.80E+01 1.32E+03 1.18E+03 

 CAVOA-2 5.33E+03 8.51E+02 6.86E+03 3.66E+03  CAVOA-2 1.27E+03 5.79E+01 1.45E+03 1.17E+03 

 CAVOA-3 5.33E+03 6.84E+02 6.35E+03 3.96E+03  CAVOA-3 1.26E+03 5.44E+01 1.39E+03 1.19E+03 

 CAVOA-4 5.50E+03 8.04E+02 7.51E+03 3.75E+03  CAVOA-4 1.26E+03 5.82E+01 1.36E+03 1.16E+03 

 CAVOA-5 5.50E+03 8.64E+02 7.24E+03 3.61E+03  CAVOA-5 1.26E+03 4.46E+01 1.35E+03 1.17E+03 

 CAVOA-6 5.50E+03 6.14E+02 6.86E+03 4.10E+03  CAVOA-6 1.25E+03 5.26E+01 1.33E+03 1.15E+03 

 CAVOA-7 5.51E+03 6.28E+02 7.24E+03 4.12E+03  CAVOA-7 1.26E+03 5.42E+01 1.38E+03 1.17E+03 

 CAVOA-8 5.51E+03 6.08E+02 6.55E+03 4.25E+03  CAVOA-8 1.28E+03 6.45E+01 1.40E+03 1.16E+03 

 CAVOA-9 5.76E+03 6.50E+02 6.77E+03 4.22E+03  CAVOA-9 1.25E+03 4.32E+01 1.33E+03 1.16E+03 

 CAVOA-10 5.68E+03 8.07E+02 7.16E+03 4.19E+03  CAVOA-10 1.26E+03 4.08E+01 1.33E+03 1.17E+03 

f12  AVG STD MAX MIN f13  AVG STD MAX MIN 

 AVOA 6.00E+06 6.78E+06 3.57E+07 6.45E+05  AVOA 1.41E+05 7.42E+04 2.89E+05 4.63E+04 

 CAVOA-1 6.26E+06 7.09E+06 3.25E+07 2.56E+05  CAVOA-1 1.36E+05 1.15E+05 4.36E+05 1.65E+04 

 CAVOA-2 7.61E+06 8.03E+06 3.77E+07 1.73E+05  CAVOA-2 1.04E+05 5.85E+04 2.90E+05 3.58E+04 

 CAVOA-3 6.12E+06 4.92E+06 2.15E+07 4.65E+05  CAVOA-3 1.06E+05 7.53E+04 4.05E+05 2.72E+04 

 CAVOA-4 8.15E+06 6.39E+06 2.89E+07 4.35E+05  CAVOA-4 1.57E+05 1.12E+05 5.12E+05 2.70E+04 

 CAVOA-5 6.68E+06 4.64E+06 2.10E+07 8.08E+05  CAVOA-5 1.10E+05 6.83E+04 2.96E+05 1.77E+04 

 CAVOA-6 6.66E+06 4.24E+06 1.84E+07 1.96E+06  CAVOA-6 1.34E+05 7.32E+04 3.01E+05 1.97E+04 

 CAVOA-7 7.24E+06 5.54E+06 2.60E+07 4.83E+05  CAVOA-7 1.32E+05 7.99E+04 4.03E+05 3.97E+04 

 CAVOA-8 5.88E+06 4.04E+06 1.73E+07 4.64E+05  CAVOA-8 1.17E+05 7.25E+04 2.90E+05 1.40E+04 

 CAVOA-9 9.11E+06 9.03E+06 3.63E+07 8.05E+05  CAVOA-9 1.51E+05 7.92E+04 3.99E+05 5.22E+04 

 CAVOA-10 6.94E+06 4.36E+06 1.64E+07 6.78E+05  CAVOA-10 1.52E+05 1.23E+05 5.78E+05 6.12E+03 

f14  AVG STD MAX MIN f15  AVG STD MAX MIN 

 AVOA 3.07E+05 3.47E+05 1.18E+06 5.03E+03  AVOA 4.00E+04 2.42E+04 1.02E+05 9.65E+03 

 CAVOA-1 2.30E+05 2.51E+05 9.82E+05 3.45E+03  CAVOA-1 4.62E+04 3.39E+04 1.52E+05 1.21E+04 

 CAVOA-2 4.46E+05 4.96E+05 2.13E+06 5.08E+04  CAVOA-2 3.59E+04 2.52E+04 9.65E+04 6.25E+03 

 CAVOA-3 3.56E+05 3.76E+05 1.13E+06 3.51E+03  CAVOA-3 4.29E+04 3.17E+04 1.31E+05 1.14E+04 

 CAVOA-4 3.63E+05 3.45E+05 1.42E+06 7.90E+03  CAVOA-4 4.00E+04 2.71E+04 1.14E+05 6.39E+03 

 CAVOA-5 2.68E+05 2.57E+05 8.75E+05 1.22E+04  CAVOA-5 3.79E+04 2.15E+04 1.03E+05 1.25E+04 

 CAVOA-6 4.27E+05 4.45E+05 1.57E+06 7.34E+03  CAVOA-6 4.89E+04 3.64E+04 1.58E+05 1.04E+04 

 CAVOA-7 3.37E+05 3.77E+05 1.57E+06 2.85E+03  CAVOA-7 5.24E+04 4.31E+04 1.90E+05 9.19E+03 

 CAVOA-8 4.37E+05 5.50E+05 2.14E+06 1.95E+04  CAVOA-8 4.75E+04 2.83E+04 1.44E+05 8.37E+03 

 CAVOA-9 4.62E+05 5.25E+05 2.22E+06 7.30E+03  CAVOA-9 4.25E+04 3.14E+04 1.66E+05 5.24E+03 

 CAVOA-10 4.14E+05 4.68E+05 1.64E+06 1.81E+04  CAVOA-10 3.86E+04 2.87E+04 1.14E+05 6.94E+03 

f16  AVG STD MAX MIN f17  AVG STD MAX MIN 

 AVOA 3.08E+03 3.54E+02 4.25E+03 2.39E+03  AVOA 2.51E+03 2.26E+02 3.09E+03 2.12E+03 

 CAVOA-1 3.10E+03 3.76E+02 3.79E+03 2.45E+03  CAVOA-1 2.41E+03 2.75E+02 2.90E+03 1.92E+03 

 CAVOA-2 3.14E+03 3.17E+02 3.65E+03 2.36E+03  CAVOA-2 2.55E+03 2.60E+02 3.25E+03 2.13E+03 

 CAVOA-3 3.27E+03 3.88E+02 4.17E+03 2.60E+03  CAVOA-3 2.59E+03 2.66E+02 3.16E+03 2.02E+03 

 CAVOA-4 3.19E+03 5.08E+02 4.37E+03 2.46E+03  CAVOA-4 2.48E+03 2.85E+02 2.89E+03 1.79E+03 

 CAVOA-5 3.14E+03 4.55E+02 3.95E+03 2.33E+03  CAVOA-5 2.54E+03 2.67E+02 3.18E+03 2.02E+03 

 CAVOA-6 3.08E+03 3.16E+02 3.79E+03 2.56E+03  CAVOA-6 2.54E+03 2.55E+02 2.98E+03 2.02E+03 

 CAVOA-7 3.09E+03 4.07E+02 3.85E+03 2.35E+03  CAVOA-7 2.45E+03 2.32E+02 3.07E+03 2.08E+03 

 CAVOA-8 3.04E+03 3.56E+02 3.94E+03 2.29E+03  CAVOA-8 2.52E+03 3.00E+02 3.19E+03 2.00E+03 

 CAVOA-9 3.10E+03 3.46E+02 3.86E+03 2.39E+03  CAVOA-9 2.60E+03 2.65E+02 3.13E+03 2.06E+03 

 CAVOA-10 3.30E+03 3.31E+02 4.24E+03 2.65E+03  CAVOA-10 2.49E+03 2.36E+02 2.99E+03 2.09E+03 
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All functions in the CEC'17 test suite have lower and upper limits ranging 

from −100 to 100. To provide a fair assessment under uniform circumstances, the 

evaluation count was set at 1000, and the population size was determined to be 

30. In all trials, algorithms were executed 30 times, and the findings for mean 

(AVG), standard deviation (STD), maximum (max), and minimum (MIN) values 

are shown in a comparison format in Table 2. 

Upon examining Table 2 based on the mean value, it becomes evident that 

CAVOAs failed to achieve superiority in two of the problems. However, in 8 of 

these problems, CAOVAs achieved the best results alongside AVOA and 

outperformed AOVA in the remaining 19. Upon closer examination, we find that 

CAVOAs outperformed AVOA in all unimodal functions. In multimodal 

functions, CAVOAs performed better in 8 of them, equal in 1 of them, and worse 

in 1 of them. In hybrid and composition functions, CAVOAs performed better in 

12 of them, equal in 7 of them, and worse in 1 of them. 

 

Table 2. Results of experiments on CEC’17 test functions (continued) 
f18  AVG STD MAX MIN f19  AVG STD MAX MIN 

 AVOA 1.67E+06 1.66E+06 7.64E+06 9.72E+04  AVOA 6.08E+04 6.12E+04 2.53E+05 4.28E+03 

 CAVOA-1 1.59E+06 1.64E+06 6.17E+06 2.35E+04  CAVOA-1 7.11E+04 6.82E+04 2.66E+05 2.87E+03 

 CAVOA-2 1.56E+06 1.65E+06 6.16E+06 1.94E+05  CAVOA-2 7.51E+04 9.59E+04 3.93E+05 5.83E+03 

 CAVOA-3 1.31E+06 1.32E+06 4.47E+06 8.12E+04  CAVOA-3 2.82E+04 2.41E+04 1.11E+05 2.23E+03 

 CAVOA-4 1.23E+06 1.70E+06 7.14E+06 2.54E+04  CAVOA-4 4.91E+04 7.33E+04 3.82E+05 3.35E+03 

 CAVOA-5 1.45E+06 1.51E+06 5.57E+06 5.56E+04  CAVOA-5 4.71E+04 4.69E+04 1.96E+05 2.42E+03 

 CAVOA-6 1.42E+06 1.21E+06 4.77E+06 1.21E+05  CAVOA-6 5.27E+04 7.74E+04 3.76E+05 3.15E+03 

 CAVOA-7 1.75E+06 1.76E+06 5.38E+06 1.23E+05  CAVOA-7 5.29E+04 4.66E+04 1.87E+05 6.76E+03 

 CAVOA-8 1.33E+06 1.33E+06 5.57E+06 8.86E+04  CAVOA-8 6.75E+04 7.18E+04 2.91E+05 3.12E+03 

 CAVOA-9 2.06E+06 2.33E+06 1.09E+07 9.07E+04  CAVOA-9 4.49E+04 4.60E+04 2.16E+05 3.78E+03 

 CAVOA-10 1.50E+06 1.49E+06 6.97E+06 1.06E+05  CAVOA-10 7.44E+04 5.21E+04 1.80E+05 5.67E+03 

f20  AVG STD MAX MIN f21  AVG STD MAX MIN 

 AVOA 2.76E+03 2.62E+02 3.35E+03 2.22E+03  AVOA 2.51E+03 4.55E+01 2.61E+03 2.42E+03 

 CAVOA-1 2.73E+03 2.04E+02 3.06E+03 2.31E+03  CAVOA-1 2.53E+03 4.24E+01 2.62E+03 2.45E+03 

 CAVOA-2 2.77E+03 2.18E+02 3.15E+03 2.40E+03  CAVOA-2 2.53E+03 6.05E+01 2.70E+03 2.43E+03 

 CAVOA-3 2.73E+03 2.14E+02 3.20E+03 2.34E+03  CAVOA-3 2.54E+03 6.25E+01 2.75E+03 2.45E+03 

 CAVOA-4 2.73E+03 2.03E+02 3.18E+03 2.36E+03  CAVOA-4 2.52E+03 4.39E+01 2.61E+03 2.43E+03 

 CAVOA-5 2.75E+03 1.97E+02 3.14E+03 2.36E+03  CAVOA-5 2.52E+03 5.07E+01 2.63E+03 2.43E+03 

 CAVOA-6 2.72E+03 2.35E+02 3.09E+03 2.29E+03  CAVOA-6 2.52E+03 4.82E+01 2.62E+03 2.42E+03 

 CAVOA-7 2.72E+03 2.33E+02 3.27E+03 2.30E+03  CAVOA-7 2.53E+03 6.48E+01 2.73E+03 2.42E+03 

 CAVOA-8 2.75E+03 2.56E+02 3.16E+03 2.22E+03  CAVOA-8 2.52E+03 4.14E+01 2.64E+03 2.45E+03 

 CAVOA-9 2.77E+03 1.82E+02 3.06E+03 2.27E+03  CAVOA-9 2.55E+03 5.33E+01 2.67E+03 2.42E+03 

 CAVOA-10 2.74E+03 1.95E+02 3.11E+03 2.27E+03  CAVOA-10 2.51E+03 5.82E+01 2.64E+03 2.40E+03 

f22  AVG STD MAX MIN f23  AVG STD MAX MIN 

 AVOA 5.48E+03 2.54E+03 8.86E+03 2.30E+03  AVOA 2.94E+03 8.87E+01 3.19E+03 2.82E+03 

 CAVOA-1 5.29E+03 2.38E+03 8.48E+03 2.30E+03  CAVOA-1 2.98E+03 9.68E+01 3.16E+03 2.81E+03 

 CAVOA-2 5.10E+03 2.52E+03 8.24E+03 2.30E+03  CAVOA-2 2.98E+03 9.33E+01 3.19E+03 2.85E+03 

 CAVOA-3 6.21E+03 1.84E+03 7.94E+03 2.30E+03  CAVOA-3 2.99E+03 8.57E+01 3.23E+03 2.88E+03 

 CAVOA-4 5.55E+03 2.37E+03 8.23E+03 2.30E+03  CAVOA-4 2.97E+03 7.40E+01 3.13E+03 2.85E+03 

 CAVOA-5 5.41E+03 2.27E+03 8.10E+03 2.30E+03  CAVOA-5 2.94E+03 8.09E+01 3.23E+03 2.83E+03 

 CAVOA-6 5.83E+03 2.43E+03 8.78E+03 2.30E+03  CAVOA-6 2.96E+03 7.59E+01 3.09E+03 2.81E+03 

 CAVOA-7 5.63E+03 2.30E+03 8.46E+03 2.30E+03  CAVOA-7 2.98E+03 7.51E+01 3.12E+03 2.84E+03 

 CAVOA-8 6.22E+03 2.11E+03 8.21E+03 2.30E+03  CAVOA-8 2.97E+03 8.46E+01 3.13E+03 2.81E+03 

 CAVOA-9 6.02E+03 2.13E+03 8.61E+03 2.30E+03  CAVOA-9 2.98E+03 8.07E+01 3.15E+03 2.77E+03 

 CAVOA-10 5.52E+03 2.73E+03 8.62E+03 2.30E+03  CAVOA-10 2.97E+03 9.73E+01 3.23E+03 2.78E+03 

f24  AVG STD MAX MIN f25  AVG STD MAX MIN 

 AVOA 3.14E+03 1.02E+02 3.35E+03 2.96E+03  AVOA 2.92E+03 2.82E+01 2.99E+03 2.88E+03 

 CAVOA-1 3.16E+03 1.10E+02 3.39E+03 2.97E+03  CAVOA-1 2.91E+03 2.59E+01 2.99E+03 2.88E+03 

 CAVOA-2 3.13E+03 8.51E+01 3.32E+03 2.98E+03  CAVOA-2 2.92E+03 2.11E+01 2.95E+03 2.89E+03 
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 CAVOA-3 3.17E+03 1.10E+02 3.43E+03 3.00E+03  CAVOA-3 2.91E+03 2.10E+01 2.96E+03 2.88E+03 

 CAVOA-4 3.17E+03 8.88E+01 3.31E+03 2.97E+03  CAVOA-4 2.91E+03 1.90E+01 2.97E+03 2.88E+03 

 CAVOA-5 3.17E+03 8.83E+01 3.30E+03 2.98E+03  CAVOA-5 2.91E+03 1.78E+01 2.94E+03 2.89E+03 

 CAVOA-6 3.15E+03 8.71E+01 3.33E+03 3.02E+03  CAVOA-6 2.92E+03 2.74E+01 2.98E+03 2.88E+03 

 CAVOA-7 3.14E+03 7.82E+01 3.29E+03 2.96E+03  CAVOA-7 2.91E+03 2.07E+01 2.96E+03 2.89E+03 

 CAVOA-8 3.13E+03 8.90E+01 3.35E+03 2.97E+03  CAVOA-8 2.92E+03 3.08E+01 3.01E+03 2.88E+03 

 CAVOA-9 3.16E+03 9.88E+01 3.33E+03 2.95E+03  CAVOA-9 2.91E+03 1.77E+01 2.95E+03 2.88E+03 

 CAVOA-10 3.15E+03 6.96E+01 3.30E+03 3.02E+03  CAVOA-10 2.92E+03 2.51E+01 2.99E+03 2.88E+03 

 

Table 3 presents the average Friedman mean rank values all benchmark 

functions. 

 

Table 2. Results of experiments on CEC’17 test functions (continued) 
f26  AVG STD MAX MIN f27  AVG STD MAX MIN 

 AVOA 6.48E+03 1.35E+03 8.30E+03 2.80E+03  AVOA 3.28E+03 3.62E+01 3.39E+03 3.23E+03 

 CAVOA-1 6.76E+03 1.24E+03 8.30E+03 2.80E+03  CAVOA-1 3.29E+03 3.92E+01 3.42E+03 3.23E+03 

 CAVOA-2 7.00E+03 7.44E+02 8.44E+03 5.70E+03  CAVOA-2 3.30E+03 5.26E+01 3.49E+03 3.23E+03 

 CAVOA-3 6.76E+03 1.32E+03 8.58E+03 2.80E+03  CAVOA-3 3.32E+03 5.74E+01 3.44E+03 3.24E+03 

 CAVOA-4 6.69E+03 1.18E+03 8.20E+03 3.21E+03  CAVOA-4 3.28E+03 3.05E+01 3.34E+03 3.22E+03 

 CAVOA-5 6.51E+03 1.21E+03 8.26E+03 3.14E+03  CAVOA-5 3.27E+03 3.70E+01 3.36E+03 3.22E+03 

 CAVOA-6 6.76E+03 1.31E+03 9.13E+03 3.15E+03  CAVOA-6 3.29E+03 4.67E+01 3.46E+03 3.21E+03 

 CAVOA-7 6.60E+03 1.00E+03 8.41E+03 3.61E+03  CAVOA-7 3.30E+03 5.44E+01 3.43E+03 3.22E+03 

 CAVOA-8 6.65E+03 1.14E+03 8.27E+03 2.80E+03  CAVOA-8 3.28E+03 2.76E+01 3.33E+03 3.24E+03 

 CAVOA-9 6.91E+03 1.68E+03 8.99E+03 2.80E+03  CAVOA-9 3.31E+03 6.00E+01 3.48E+03 3.23E+03 

 CAVOA-10 6.64E+03 1.76E+03 9.37E+03 2.80E+03  CAVOA-10 3.28E+03 3.36E+01 3.37E+03 3.22E+03 

f28  AVG STD MAX MIN f29  AVG STD MAX MIN 

 AVOA 3.26E+03 3.79E+01 3.38E+03 3.20E+03  AVOA 4.36E+03 3.34E+02 5.04E+03 3.73E+03 

 CAVOA-1 3.26E+03 2.21E+01 3.30E+03 3.21E+03  CAVOA-1 4.38E+03 2.50E+02 4.78E+03 3.81E+03 

 CAVOA-2 3.27E+03 3.73E+01 3.35E+03 3.21E+03  CAVOA-2 4.29E+03 2.53E+02 4.79E+03 3.85E+03 

 CAVOA-3 3.26E+03 2.30E+01 3.30E+03 3.21E+03  CAVOA-3 4.39E+03 2.64E+02 4.96E+03 3.89E+03 

 CAVOA-4 3.28E+03 2.29E+01 3.34E+03 3.23E+03  CAVOA-4 4.33E+03 3.25E+02 4.89E+03 3.85E+03 

 CAVOA-5 3.27E+03 2.05E+01 3.32E+03 3.22E+03  CAVOA-5 4.30E+03 3.37E+02 5.06E+03 3.82E+03 

 CAVOA-6 3.26E+03 2.25E+01 3.31E+03 3.21E+03  CAVOA-6 4.36E+03 2.77E+02 4.94E+03 3.80E+03 

 CAVOA-7 3.27E+03 2.84E+01 3.38E+03 3.22E+03  CAVOA-7 4.24E+03 3.18E+02 4.89E+03 3.61E+03 

 CAVOA-8 3.27E+03 2.85E+01 3.37E+03 3.21E+03  CAVOA-8 4.34E+03 2.91E+02 4.74E+03 3.74E+03 

 CAVOA-9 3.27E+03 2.63E+01 3.35E+03 3.21E+03  CAVOA-9 4.32E+03 3.17E+02 4.96E+03 3.78E+03 

 CAVOA-10 3.27E+03 2.53E+01 3.33E+03 3.22E+03  CAVOA-10 4.28E+03 2.52E+02 4.89E+03 3.83E+03 

f30  AVG STD MAX MIN 

 AVOA 7.53E+05 4.57E+05 1.66E+06 1.26E+05 

 CAVOA-1 5.67E+05 4.23E+05 1.66E+06 6.44E+04 

 CAVOA-2 6.99E+05 4.56E+05 2.05E+06 1.60E+05 

 CAVOA-3 5.60E+05 3.60E+05 1.65E+06 7.74E+04 

 CAVOA-4 5.25E+05 3.38E+05 1.14E+06 9.03E+04 

 CAVOA-5 7.99E+05 5.51E+05 2.35E+06 6.36E+04 

 CAVOA-6 8.33E+05 5.21E+05 1.97E+06 1.61E+05 

 CAVOA-7 7.62E+05 4.33E+05 1.97E+06 1.11E+05 

 CAVOA-8 8.13E+05 6.39E+05 2.62E+06 7.88E+04 

 CAVOA-9 7.59E+05 4.73E+05 1.78E+06 1.30E+05 

 CAVOA-10 8.54E+05 4.72E+05 1.96E+06 2.06E+05 

 

Table 3. Results of Friedman rank 

Friedman f1 f3 f4 f5 f6 f7 f8 f9 f10 f11 f12 f13 f14 f15 f16 

AVOA 5.73 6.63 5.57 6.23 4.63 6.00 6.33 5.30 4.90 5.40 5.13 6.80 5.53 5.80 5.27 

CAVOA-1 5.70 5.77 5.37 5.77 6.80 6.10 5.93 6.97 6.17 5.40 5.13 5.73 5.17 6.13 5.83 

CAVOA-2 6.57 6.63 6.93 6.80 6.50 5.63 6.17 5.33 5.10 7.00 5.87 5.17 6.97 5.00 5.97 

CAVOA-3 6.50 5.77 6.13 6.17 6.70 6.70 5.77 7.03 5.47 5.73 5.50 5.13 6.17 5.80 6.83 

CAVOA-4 6.10 5.17 5.37 5.87 5.60 5.17 5.53 5.60 5.83 5.80 6.93 6.60 6.47 5.77 6.13 
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CAVOA-5 5.13 5.47 6.40 5.23 6.33 5.90 6.30 7.30 6.07 6.00 6.13 5.17 5.47 5.87 6.13 

CAVOA-6 7.20 6.37 6.23 6.63 5.60 5.13 6.67 5.33 6.47 6.17 6.23 6.10 6.53 6.60 5.77 

CAVOA-7 5.63 6.10 5.97 5.77 5.63 6.00 5.27 7.13 6.03 6.20 6.33 6.17 5.37 6.60 5.77 

CAVOA-8 4.83 7.50 5.20 5.73 6.33 6.30 5.37 5.63 6.17 6.63 5.63 5.57 5.87 7.10 4.97 

CAVOA-9 6.87 5.00 6.33 5.97 6.83 7.60 6.30 5.43 7.07 5.87 6.57 7.00 6.37 6.17 5.97 

CAVOA-10 5.73 5.60 6.50 5.83 5.03 5.47 6.37 4.93 6.73 5.80 6.53 6.57 6.10 5.17 7.37 

 

 

Table 3. Results of Friedman rank (continued) 

Friedman f17 f18 f19 f20 f21 f22 f23 f24 f25 f26 f27 f28 f29 f30 

AVOA 5.83 6.50 6.67 6.23 4.73 5.90 4.70 5.37 6.33 5.53 5.53 5.47 6.47 6.30 

CAVOA-1 4.40 6.27 6.57 5.77 6.53 5.53 6.63 6.20 5.43 6.30 6.40 5.70 6.80 4.87 

CAVOA-2 6.03 6.27 6.10 6.13 6.20 5.77 6.30 5.43 6.03 6.43 6.50 5.77 5.40 6.03 

CAVOA-3 6.87 5.43 4.60 5.80 6.67 6.23 6.77 6.70 5.87 6.37 8.03 5.07 6.57 4.73 

CAVOA-4 6.07 4.87 5.43 5.60 5.37 5.97 6.07 6.53 4.80 5.97 5.43 6.77 5.83 4.60 

CAVOA-5 6.40 5.77 5.40 6.27 5.93 5.43 4.80 6.57 5.80 5.33 4.33 6.27 5.87 6.37 

CAVOA-6 6.27 6.13 5.03 5.87 6.17 6.07 5.83 5.80 6.47 6.10 5.97 5.57 6.63 6.60 

CAVOA-7 5.50 6.30 6.17 5.47 5.93 5.77 6.70 5.33 6.60 4.90 6.17 6.03 5.07 6.37 

CAVOA-8 5.70 6.00 6.73 6.37 5.73 6.87 6.27 5.47 5.87 5.70 5.70 6.53 6.53 6.50 

CAVOA-9 7.40 6.53 5.67 6.57 7.33 6.30 6.30 6.33 6.07 7.20 6.63 6.73 5.70 6.37 

CAVOA-10 5.53 5.93 7.63 5.93 5.40 6.17 5.63 6.27 6.73 6.17 5.30 6.10 5.13 7.27 

 

6. Conclusion 

This study illustrates that chaotic maps may be efficiently used to address the 

issue of AVOA being confined to local minima and to enhance solution quality. 

Chaotic maps enhance the algorithm's capacity to converge to the global optimum 

by augmenting the initial variety of the population. The analysis shows that 

chaotic maps not only improve the performance of AVOA but also provide a more 

effective balance between the exploration and exploitation phases of the 

algorithm. The achievements, such as high convergence speed for single-mode 

functions, prevention of local optima squeeze in multi-mode functions, and 

increased solution quality in hybrid functions, clearly prove the value of the 

integration of chaotic maps. The results of this study provide important guidance 

for future development efforts on nature-inspired algorithms, as well as 

increasing the applicability of AVOA for a wider range of problems. Looking 

forward, it is thought that research on the integration of chaotic maps into other 

meta-heuristic algorithms or the use of different chaotic dynamics in optimization 

problems may provide new contributions to the literature. 
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Although 10 different chaotic maps, such as Chebyshev, Logistic, Tent, Sine 

and Piecewise were considered in the study, the effect of other chaotic maps found 

in the literature or new chaotic dynamics that have not yet been discovered on 

AVOA can be examined. In particular, the effect of more complex and 

multifaceted chaotic systems on optimization algorithms can be investigated. 

Hybrid approaches can be developed with other meta-heuristic algorithms to 

improve the performance of the Chaotic AVOA (CAVOA) algorithm. Instead of 

using a fixed chaotic map, an adaptive or dynamic chaotic map selection 

mechanism can be developed. This approach can ensure that the most appropriate 

chaotic map is selected at each stage of the algorithm or in different problem 

types. In this way, the effect of chaotic maps can be used more efficiently. 

CAVOA algorithms can be combined with parallel computing and cloud-based 

platforms and applied to large-scale optimization problems. 
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Numerical investigation of the effect of different volume concentrations 

of binary hybrid nanofluids on entropy generation in a circular heat 

exchanger tube 

 

 

Abstract 

In this study, the effects of changes in volume concentration on entropy 

generation were numerically examined for binary Graphene-Al2O3 nanofluids 

prepared at five different volume concentrations ranging from 0.1% to 1% with 

a 50:50 mixing ratio. Under turbulent flow conditions, a constant heat flux of 30 

kW/m² was applied to the tube test section, and experiments were conducted at 

Reynolds numbers ranging from 20000 to 80000. The k-ε RNG solution method 

was used, and grid validation was performed. The thermophysical properties of 

the hybrid nanofluids were determined based on well-established correlations 

found in the existing literature. The results showed a decreasing trend in entropy 

generation with increasing volume concentration of the binary nanofluid. Volume 

concentrations where Ns value remained below 1 were determined, indicating 

minimal irreversibility and thermodynamic advantages in the system. The lowest 

entropy production number of 0.8 was achieved at a Reynolds number of 20000 

using 1% Graphene-Al2O3 water nanofluid. Total entropy production analysis 

exhibited decreasing values in the range of % 52.15 -12.21 compared to water for 

binary GnP-Al2O3 nanofluids with the increase in Reynolds number. It was 

observed that adding GNP-Al2O3 water nanofluids to pure water reduced total 

irreversibility, and the increase in concentration contributed significantly to the 

decrease in the total entropy generation. 

 

Keywords: Entropy generation, Binary nanofuids, Heat transfer enhancement 
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1. Introduction 

Researchers have focused on developing and improving the efficiency of 

thermal systems due to the growing demand for energy efficiency and the need 

to reduce energy consumption. Traditional heat transfer fluids, such as water, 

ethylene glycol, and oils, often have limitations regarding their heat transfer 

capabilities [1]. This has prompted scientists to seek innovative ways to enhance 

their thermal performance. One such approach involves the use of nanofluids. 

Nanofluids are engineered colloidal suspensions of nanosized solid particles 

(such as metals, oxides, or carbon-based materials like graphene or carbon 

nanotubes) dispersed in traditional base fluids [2]. These nanoparticles have 

unique thermal properties, including higher thermal conductivity than 

conventional fluids. By adding these nanoparticles to the base fluids, beneficial 

effects such as enhanced thermal conductivity, improved heat transfer 

performance, uniform heat distribution, reduced system size, and energy savings 

are achieved [3]. The shift from using single-type (mono) nanoparticles to hybrid 

nanofluids in research and development is driven by the need for better 

performance and cost-effectiveness. While using mono nanoparticles in base 

fluids has shown promising results in improving heat transfer and thermal 

conductivity, there is room for further optimization. Hybrid nanofluids are made 

by dispersing two or more different types of nanoparticles into a base fluid. The 

goal of creating hybrid nanofluids is to combine the beneficial properties of 

different nanoparticles to achieve even better performance than with single 

nanoparticles alone [4]. This study aimed to combine graphene and Al₂O₃ 

nanoparticles in a hybrid nanofluid to merge the extraordinary thermal 

conductivity of graphene with the cost-effectiveness and stability of Al₂O₃. This 

combination allows the hybrid nanofluid to achieve enhanced thermohydraulic 

performance compared to using only Al₂O₃, while being more cost-effective than 

using only graphene. This approach increases heat transfer performance while 

keeping costs manageable. Graphene boosts thermal efficiency, while Al₂O₃ 

provides stability and reduces expenses, resulting in a balanced, high-

performance, and economical nanofluid suitable for various applications. Rea et 

al. studied the heat transfer performance of alumina water nanofluid under 

laminar flow conditions. They found that the use of alumina at 6% volume 

concentration showed a 27% increase in heat transfer coefficient compared to 

water [5]. Guo et al. [6] examined how the stability of hybrid nanofluids, 

specifically a blend of Al₂O₃ and TiO₂ nanoparticles in water (Al₂O₃-TiO₂/W), 

influences their flow boiling heat transfer performance. At a low concentration 

of 0.03% by volume, this Al₂O₃-TiO₂/W nanofluid achieved up to a 61.9% 

improvement in heat transfer compared to water alone. A computational fluid 
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dynamics model was used to analyze a concentric tube counter-flow heat 

exchanger operating under turbulent conditions with nanofluids. The model 

incorporates twisted tape turbulators in the annular section and within the tube, 

combined with various nanofluids. Findings showed that, with a 3% volume 

concentration, the overall heat transfer coefficient (U) improved by 6.03% for 

CNTs/H₂O nanofluid, 16.74% for Al₂O₃/H₂O nanofluid, and 6.74% for SiO₂/H₂O 

nanofluid, compared to results without twisted tape turbulators [7]. Additionally, 

scientists have recently begun conducting extensive research on graphene 

nanoparticles, as they enable groundbreaking advancements in technology and 

scientific research by providing unique flexibility and performance 

improvements in areas where traditional materials fall short. Balaji et al. [8] 

conducted an experimental study on the convective heat transfer properties of 

water-based hybrid nanofluids containing equal parts Graphene Nanoplatelets 

and Multi-Walled Carbon Nanotubes. The investigation covered volume 

concentrations of 0.01%, 0.05%, 0.1%, 0.15%, and 0.2%. Results showed that 

the thermal conductivity of the nanofluid with 0.2% volume concentration 

increased by 25% compared to the base fluid. Additionally, they found that the 

convective heat transfer coefficient demonstrated a significant enhancement of 

85%. Naghash et al. [9] conducted an investigation into the improvement of the 

convective heat transfer coefficient for nanofluids formulated using high-surface-

area graphene, focusing on laminar flow within the developing region. Their 

findings reveal that at a 0.1 wt.% concentration, the nanofluid’s thermal 

conductivity remains nearly unchanged, showing only a 3.8% increase. However, 

the convective heat transfer coefficient exhibits a notable improvement, with a 

34% increase. The effects of Graphene oxide (GO)/water, Al2O3/water, and GO-

Al2O3/water hybrid nanofluids were studied at weight concentrations of 0.01%, 

0.02%, and 0.03% to assess improvements in heat transfer and thermal efficiency 

in a plate heat exchanger compared to pure water [10] . At the highest 

concentration of 0.03%, thermal efficiency (η) was maximized, reaching 37% 

with GO, 21% with Al2O3, and 26% with the GO-Al2O3 hybrid. GO nanoparticles 

showed the greatest enhancement in heat exchanger performance, achieving an 

optimized increase of 15.94%, followed by the hybrid at 11.86%, and Al2O3 at 

7.4%. Zolfalizadeh et al. [11] explored the effects of varying concentrations of 

graphene-water nanosheets on heat exchanger performance. At a concentration 

of 0.06% by weight, the nanofluid achieved the maximum increases in heat 

transfer coefficient, efficiency, and heat transfer rate, with gains of 22.47%, 

8.88%, and 15.65%, respectively, over the base fluid. However, higher nanofluid 

concentration and increased flow rate resulted in a notable rise in pressure drop. 

Entropy generation analysis optimizes thermal systems by minimizing energy 

126



losses (irreversibility), aiming for efficient design through reduced entropy 

generation [12,13]. Improved heat transfer lowers entropy, enhancing efficiency, 

but often increases pressure drop due to fluid friction, which adds energy loss 

[14]. This approach balances heat transfer improvements with flow resistance to 

achieve optimal system performance. Many studies have focused on examining 

the entropy generation of thermal systems. Singh et al. [15] focused on increasing 

the heat and exergy efficiency of parabolic trough solar collectors through the use 

of a hybrid nanofluid based on water with Graphene-ZrO2 nanoparticles at 

varying volume concentrations. Experimental findings revealed notable 

enhancements in both thermal energy capture (68.72%) and exergy efficiency 

(16.7%), underscoring the promise of graphene-ZrO2/water hybrid nanofluids as 

an effective approach to improving the performance of parabolic trough solar 

collector systems. Keklikcioğlu et al. [16] assessed the second law efficiency of 

a heat exchanger tube under continuous heat flux and turbulent flow, using a 

hybrid nanofluid with GnP and Fe3O4 nanoparticles and modified coiled wires as 

passive enhancement techniques. Various mass fractions of the nanoparticles 

were tested alongside barrel-type and hourglass-type coiled wire inserts. Results 

showed significant improvement in second law efficiency with these combined 

methods, achieving a maximum efficiency of 0.416 and a minimum entropy 

generation number of 0.118. Differences between barrel and hourglass inserts 

were minimal, primarily due to increased frictional losses with the hourglass type. 

Anand [17] analyzed entropy generation in nanofluid flow within a tube 

immersed in an isothermal fluid, using water–Al₂O₃ and ethylene glycol–Al₂O₃ 

nanofluids. The study showed that adding nanoparticles reduced entropy from 

heat transfer but increased it from fluid friction. Karabulut et al. [18] conducted 

a study on entropy generation and exergy gain in a thermal system featuring a 

copper straight pipe with a constant heat load, utilizing Graphene Oxide-Water 

nanofluid. The findings revealed that incorporating GO-Water nanofluid at an 

average concentration of 0.02% resulted in a significant 93.43% decrease in 

entropy production along the pipe. Varma et al. [19] the effect of duct shape on 

thermo-hydraulic performance using Al₂O₃ nanofluids with computational fluid 

dynamics. The serpentine duct improved heat transfer by 86% compared to the 

circular duct, while the elliptical duct had the best performance due to lower 

pressure drop. Entropy analysis showed the highest increase in the square duct 

and the lowest in the elliptical duct. Taşkesen et al.[20] studied numerically 

forced convection in various channel shapes (cylindrical, square, rectangular, and 

triangular) using Fe₃O₄/water nanofluid under laminar flow. The findings 

indicated that cylindrical channels provide the highest heat transfer efficiency, 

achieving up to 77.6% better performance than triangular channels. Nanofluids 
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with higher nanoparticle concentrations exhibit reduced entropy generation rates 

compared to those with lower concentrations and to the base fluid. Specifically, 

a nanofluid with 5% nanoparticle concentration results in a 12.1% reduction in 

entropy generation, while 2% and 1% concentrations lead to 5.5% and 2.9% 

reductions, respectively, compared to pure water. 

The literature indicates that various hybrid nanofluids have been studied in 

thermal systems to assess entropy generation and exergy gain. However, no 

research has specifically addressed entropy generation analysis for Graphene- 

Al2O3 nanofluid in heat exchanger tubes with different volume fractions under 

turbulent flow, particularly within a Reynolds number range of 20000 to 80000. 

Therefore, in this study, entropy production and exergy analysis were carried out 

for Graphene-Al₂O₃/water nanofluid using a 10 mm inner diameter pipe applied 

at a constant heat flux of 30 kW/m². The working fluid was prepared by adding 

graphene and Al₂O₃ nanoparticles, mixed in a 50:50 ratio, to water at volume 

concentrations of 0.1%, 0.3%, 0.5%, 0.7%, and 1%. The results were compared 

with the existing studies with other nanofluids, showing reasonable alignment 

and consistency. The main aim of this study is to determine the ideal conditions 

for minimizing entropy generation in a thermal system using second law 

thermodynamic analysis. In thermodynamics, the second law addresses 

irreversibility, which is closely related to entropy generation. Lower entropy 

production signifies a more efficient energy transfer process, where less energy 

is wasted as heat. By examining the system under various factors, such as 

different nanoparticle concentrations and flow rates, this study seeks to identify 

configurations that decrease entropy generation, thus improving the system’s 

efficiency. 

 

2. Metarial and Method 

2.1. Numerical Procedure 

The study conducted numerical simulations using the finite volume method in 

ANSYS Fluent 19. To improve the accuracy of turbulent flow modeling and 

better capture fluid mixing and instability, the k-ε RNG turbulence model was 

employed for single-phase flow simulations. The SIMPLE (Semi-Implicit 

Method for Pressure-Linked Equations) algorithm was utilized to solve the 

pressure and velocity fields iteratively, ensuring fluid flow stability. For precise 

and accurate convective flow calculations, the QUICK (Quadratic Upstream 

Interpolation for Convective Kinematics) scheme was implemented. The 

convergence criterion was evaluated as 1x 10−6. The Equations 1, 2, and 3 used 

for this purpose are generally as follows : 

Mass Conservation  
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∇(𝜌𝑉⃗ ) = 0                                   

(1) 

Momentum Conservation  

∇(𝜌𝑉⃗ 𝑉⃗ ) = −∇𝑃 + ∇(𝜇∇𝑉⃗ )                                 

(2) 

Energy Conservation 

∇(𝜌𝑐𝑝𝑉⃗ 𝑇) = ∇(𝑘∇𝑇)                                         

(3) 

The k-ε turbulence model utilizes transport equations for 𝑘 and ε, provided in 

Equations 4 and 5, respectively. 

𝜕(𝜌𝑘)

𝜕𝑡
+ 𝛻. (𝜌𝑈𝑘) = 𝛻. ((𝜇 +

𝜇𝑡

𝜎𝑘
)𝛻𝑘) + 𝑃𝑘 −

𝜌𝜀                                                        (4) 

𝜕(𝜌𝜀)

𝜕𝑡
+ 𝛻. (𝜌𝑈𝜀) = 𝛻. ((𝜇 +

𝜇𝑡

𝜎𝜀
)𝛻𝜀) +

𝜀

𝑘
 (𝐶𝜀1 (𝑃𝑘) −

  𝐶𝜀2 𝜌𝜀                                (5) 

𝑃𝑘 defined as; 

𝑃𝑘 = 𝜇𝑡  𝛻𝑈. (𝛻𝑈 + 𝛻𝑈𝑇)

−
2

3
 𝛻. 𝑈(3𝜇𝑡  𝛻. 𝑈 + 𝜌𝑘)                                                   (6) 

In this turbulence model, the constant coefficients are as follows: Cμ=0.087, 

Cε1=1.43, Cε2=1,90, σk=1, σε=1.3 

𝜇𝑡 = 𝜌𝑐𝜇𝑘2/𝜀                                                                                                            (7)  

 

2.2. Numerical Model and Boundary Conditions 

For the CFD analysis, the 3D test tube model was divided into three main 

sections: inlet, test, and outlet sections. The study was conducted under turbulent 

flow conditions with Reynolds numbers between 20000 and 80000 using a 50:50 

mixture of Graphene-Al₂O₃/water nanofluid at 0.1%, 0.3%, 0.5%, 0.7% and 1% 

volume concentrationsA constant heat flux of 30 kW/m2 was applied to the test 

section and the inlet temperature was set as 300.15 K.  
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Fig.1. Numerical model 

 

The tube diameter was 10 mm. The inlet region, designed to ensure that the 

flow reaches uniformity, was set at ten times the tube diameter (100 mm), which 

provides a transition from the initial unsteady state to a stable flow profile. The 

test section where the data were collected was 1000 mm long and served as the 

primary region for the measurements. At the outlet, a section five times the tube 

diameter (50 mm) was included to stabilize the outlet by preventing turbulence at 

the end of the tube. This structure provides a consistent flow pattern necessary 

for accurate data collection, reducing irregularities that could affect measurement 

reliability. 

 

2.3. Thermophysical properties of hybrid nanofluids 

The density [21], specific heat [22], thermal conductivity [23] and dynamic 

viscosity [24] equations used to calculate the thermophysical properties of hybrid 

nanofluids are given in equations 8, 9, 10, 11. 

𝜌ℎ𝑛𝑓 = 𝜑𝑝1𝜌𝑝1 + 𝜑𝑝2𝜌𝑝2 + (1 − 𝜑𝑝1 − 𝜑𝑝2) 𝜌𝑓                                                   (8) 

𝐶𝑝ℎ𝑛𝑓

=
𝜑𝑝1 (𝜌𝑝1𝑐𝑝𝑝1) + 𝜑𝑝2 (𝜌𝑝2𝑐𝑝𝑝2) + (1 − 𝜑𝑝1 − 𝜑𝑝2 )(𝜌𝑓𝑐𝑝𝑓)

𝜌𝑛𝑓
             (9) 

𝜇ℎ𝑛𝑓 = 𝜇𝑏𝑓(1 − 𝜑𝑝1 − 𝜑𝑝2)
−2.5                                                                            (10) 

𝑘ℎ𝑛𝑓 =
(𝜑𝑝1 𝑘𝑝1+𝜑𝑝2 𝑘𝑝2)/𝜑𝑛𝑓 +2𝑘𝑏𝑓+2(𝜑𝑝1 𝑘𝑝1+𝜑𝑝2 𝑘𝑝2)−2(𝜑𝑛𝑓 𝑘𝑏𝑓)

(𝜑𝑝1 𝑘𝑝1+𝜑𝑝2 𝑘𝑝2)/𝜑𝑛𝑓 +2𝑘𝑏𝑓−2(𝜑𝑝1 𝑘𝑝1+𝜑𝑝2 𝑘𝑝2)+𝜑𝑛𝑓 𝑘𝑏𝑓)
                            

(11) 
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Table 1 lists the thermophysical properties of the base fluid and nanoparticles. 

These properties were incorporated into Equations (1-6) to calculate the density, 

specific heat, viscosity, and thermal conductivity of the hybrid nanofluids.  

 

Table 1. Thermal and physical characteristics of the base fluid and 

nanoparticles 

Propertie

s 

Water   GnP 

[16] 

  Al2O3 

[25] 𝜌(kg/m3) 998.2 2250 3980 

𝐶𝑝(J/kg 

K) 

4182 790 777 

k (W/mK) 0.6 3000 38 

 

2.4. Governing equations 

Once the thermophysical properties of the hybrid nanofluids were calculated, 

these values were input into ANSYS Fluent 19 for simulation purposes. The 

analyses yielded data, which were then used to compute several key parameters 

that describe the flow and heat transfer behavior. The Reynolds number was 

determined as shown in Equation 12. 

Re=
𝜌𝑈𝑎𝑣𝐷

𝜇
                                                                                                                                             

(12) 

𝑈𝑎𝑣  denotes the mean fluid velocity within the tube, and ρ, μ represent the 

hybrid nanofluid density and dynamic viscosity. 

the total Nusselt number is defined as follows and k represent the thermal 

conductivity of the hybrid nanofluid. 

𝑁𝑢

=
ℎ𝐷

𝑘
                                                                                                                            (13) 

Equation 14 provides the formula for calculating the friction coefficient. 

𝑓

=
∆𝑃

1
2𝜌𝑈2 𝐿

𝐷

                                                                                                                      (14) 

Here, ∆𝑃 represent the difference in fluid pressure, and L signifies the length 

of the test region. 

Entropy generation minimization involves designing and refining a system by 

analyzing fluid flow, heat and mass transfer, and material properties to reduce 

inefficiencies. Exergy analysis, on the other hand, employs thermodynamic 

principles to quantify how real systems deviate from ideal, perfectly efficient 

systems. This approach helps identify energy losses and areas for performance 

improvement. The total entropy generation rate in a tube can be expressed as the 
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sum of entropy generation due to heat transfer and fluid friction [26,27], as shown 

in Equation 15. 

𝑆′
𝑔𝑒𝑛 = 𝑆′

𝑔𝑒𝑛,   ℎ𝑒𝑎𝑡 + 𝑆′
𝑔𝑒𝑛,   𝑓𝑟𝑖𝑐𝑡𝑖𝑜𝑛                                                                                  

(15) 

represents total entropy generation in a tube, combining: 

𝑆′
𝑔𝑒𝑛,   ℎ𝑒𝑎𝑡 : Entropy from heat transfer, caused by temperature differences. 

𝑆′
𝑔𝑒𝑛,   𝑓𝑟𝑖𝑐𝑡𝑖𝑜𝑛 ∶ Entropy from fluid friction, due to pressure losses in flow. 

Reducing these terms helps make the system more efficient by minimizing 

thermal and frictional irreversibilities. 

𝑆′̇ 𝑔𝑒𝑛 =
𝑞′2

𝜋𝑇2𝑘𝑁𝑢
+

32𝑚̇3𝑓

𝜋2𝜌2𝑇𝐷5  (16) 

T and ρ given in Equation 16 express the bulk properties. 

𝑁𝑠 =
𝑆′𝑔𝑒𝑛,𝑛

𝑆′𝑔𝑒𝑛,𝑠
     (17) 

The ratio of 𝑁𝑠 given in Equation 17 compares entropy generation in a 

modified system 𝑆′𝑔𝑒𝑛,𝑛 to a standard system 𝑆′𝑔𝑒𝑛,𝑠: 

𝑁𝑠 < 1 ∶ The modified system is more efficient (lower entropy generation), 

𝑁𝑠 = 1 ∶ No efficiency improvement, 

𝑁𝑠 > 1 ∶ The modified system is less efficient (higher entropy generation). 

The Bejan number (Be) is a dimensionless parameter used to evaluate the 

performance of thermal systems by quantifying entropy generation. It is defined 

as the ratio of entropy generation due to heat transfer to the total entropy 

generation. The formula is: 

𝐵𝑒 =
𝑆′̇𝑔𝑒𝑛,∆𝑇

𝑆′̇𝑔𝑒𝑛,∆𝑇+𝑆′̇𝑔𝑒𝑛,∆𝑃
  (18) 

where: 𝑆′̇ 𝑔𝑒𝑛, ∆𝑇 represents entropy generation due to heat transfer 

(temperature differences), 

𝑆′̇ 𝑔𝑒𝑛, ∆𝑃 entropy generation due to fluid friction (pressure differences). 

The Bejan number helps identify the dominant source of irreversibility in the 

system, guiding improvements to enhance system efficiency. 

𝐵𝑒 = 1 ∶  Entropy generation is entirely due to heat transfer, 

𝐵𝑒 = 0 ∶  Entropy generation is entirely due to fluid friction, 

0 <  𝐵𝑒 < 1 ∶ Both heat transfer and fluid friction contribute to entropy 

generation. 

 

2.5. Mesh Independence Test and Validation 

In numerical simulations, verifying mesh independence is crucial for ensuring 

reliable results. Mesh independence confirms that the solution does not 

significantly change with further increases in mesh density. For this study, the 
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impact on Nusselt number (Nu) and friction factor (f) at a Reynolds number of 

20000 was evaluated.  

 
Fig.2. Mesh structure of the numerical model 

 

Achieving a suitable y+ value in the recommended range of  5<y+<30 

especially for high Reynolds numbers, ensures accurate boundary layer 

resolution. Then, the heat transfer efficiency was analyzed under defined 

boundary conditions and a mesh of 1,400,000 cells was selected after observing 

a deviation of less than 2% in Nu and f. The y+ value of the mesh was determined 

as 1.92 and the structure in Figure 2 was selected for further analysis. 

In numerical studies, validating method accuracy is essential, often done by 

comparing results with established reference equations. In this study,  the 

Gnielinski [28] and Blasius [29] equations were used, as outlined in equations 19 

and 20, to verify the reliability of the numerical model. Results from these 

equations were compared to the simulation data, showing strong agreement as 

shown in Fig. 3 and Fig. 4. The maximum deviation observed was 13% for the 

Nusselt number and 7.2% for the friction coefficient. 

𝑁𝑢 =
(𝑓/8)(𝑅𝑒𝐷−1000)𝑃𝑟

1+12.7(𝑓/8)1/2(Pr2/3−1)
                                                                                                      

(19) 

𝑓 =0.316𝑅𝑒−0.25                                                                                                                                                                 (20) 

133



 
Fig.3. Validation of Nusselt number 

 

 
Fig.4. Validation of Friction factor 

 

3. Results and Discussion 

3.1. Entropy Generation Analysis 

Passive techniques in heat exchangers are designed to increase heat transfer 

rates without the need for additional external energy. These techniques include 

surface modifications, inserts, extended surfaces, or using advanced fluids like 

nanofluids, which enhance turbulence and improve heat exchange.  
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Fig.5. The change of the entropy generation number versus the Reynolds number 

 

The use of nanofluids increases heat transfer due to higher thermal 

conductivity but can increase fluid viscosity, leading to higher pressure drops and 

greater entropy generation. The second law of thermodynamics analysis is crucial 

to comprehensively evaluating the effectiveness of these passive enhancement 

methods. This approach assesses not only the improvements in heat transfer but 

also the drawbacks associated with increased pressure drop by examining entropy 

generation [27]. By focusing on both thermal performance and energy losses, this 

analysis helps determine whether a passive technique is efficient and 

thermodynamically optimal for the system, ensuring a balance between improved 

heat transfer and minimized energy consumption. As shown in Figure 5, the 

entropy generation number increased with higher Reynolds numbers due to 

frictional irreversibility becoming more significant at high flow velocities. At 

very high flow rates, the frictional losses from increased fluid viscosity and 

turbulence become dominant, leading to an overall increase in the entropy 

generation number. As seen in Figure 5, for all cases where the Ns value remained 

below 1, this represented a thermodynamically advantageous state in which 

irreversibilities in the system were minimized. This indicated that the heat 

exchanger operated efficiently with an appropriate balance between heat transfer 

enhancement and frictional losses. The lowest entropy generation number was 

obtained as 0.8 using 1% Graphene-Al2O3 water nanofluid at the lowest Reynolds 

number of 20000. The Bejan number is another crucial factor in thermal systems 

because it identifies the main source of entropy generation—whether it’s due to 

heat transfer or frictional losses.  
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Fig.6. The change of the bejan number versus the Reynolds number 

 

This optimizes system efficiency by pinpointing where energy losses occur, 

guiding design adjustments to reduce irreversibility, and balancing trade-offs 

between heat transfer enhancement and frictional losses for a more efficient 

system. Figure 6 shows the variation of Bejan number with Reynolds number and 

nanoparticle concentration. The Bejan number indicates the balance between heat 

transfer efficiency and total entropy generation. When the Bejan number is close 

to 1, heat transfer dominates entropy generation, signifying that frictional losses 

have minimal impact. As seen in Figure 6, the Be values approach 1 at lower 

Reynolds numbers, indicating that heat transfer is the primary factor in entropy 

generation for GnP-Al2O3-water nanofluids. However, as the Reynolds number 

increases, Be values decrease. This trend is explained by the increased frictional 

effects at higher Reynolds numbers. Consequently, frictional losses play a more 

significant role in entropy generation, becoming more influential than heat 

transfer in this regime. 
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Fig.7. The change of the total entropy generation number versus the Reynolds number 

 

Figure 7 illustrates how total entropy generation in the nanofluids varied with 

increasing Reynolds number and nanoparticle concentration. The data showed 

that total entropy generation decreased as both Reynolds number and nanoparticle 

concentrations increased. This reduction can be attributed primarily to the 

enhanced thermal conductivity of the nanofluids compared to the base fluid. 

Enhanced thermal conductivity improves heat transfer efficiency, which in turn 

reduces the temperature gradients within the fluid. Additionally, as Re increases, 

the flow becomes more turbulent, leading to better mixing and more uniform 

temperature distribution in the fluid. This improved mixing further reduces 

temperature gradients, contributing to lower total entropy generation. Compared 

to water, it was observed that the total entropy production decreased by 12.21%, 

24.63%, 36.62%, 44.13%, and 52.15% at 0.1, 0.3, 0.5, 0.7, and 1% volume 

fractions of GnP-Al2O3 nanofluids, respectively. 
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Fig.8. The change of the frictional entropy generation number versus the Reynolds number 

 

As seen in Figure 8, frictional entropy generation increased with higher 

Reynolds numbers and nanoparticle concentrations. Higher Reynolds numbers 

enhanced the fluid velocity, increasing internal friction and frictional entropy 

generation. Additionally, higher nanoparticle concentrations made the fluid 

denser, leading to more collisions and interactions, which raised frictional 

resistance and frictional entropy generation [30]. As shown in Figure 9, thermal 

entropy generation decreased with higher Reynolds numbers and increased 

nanoparticle concentrations because they enhanced heat transfer. Higher 

Reynolds numbers improve fluid mixing and reduce the thermal boundary layer, 

lowering temperature gradients. Increased nanoparticle concentrations boost 

thermal conductivity, enabling efficient heat dissipation and further reducing 

temperature gradients, ultimately minimizing thermal entropy generation [31,32]. 

Maximum thermal entropy generation reductions were observed as 11.3%, 

23.36%, 34.9%, 44.6, and 51,2% for volume fractions of GnP-Al2O3 nanofluids 

0.1%, 0.3%, 0.5%, 0.7%, and 1%, respectively, compared to water at the 20000 

Reynolds number. 
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Fig.9. The change of the thermal entropy generation number versus the Reynolds number 

 

3.2. Comparison with the literature  

In this study, nanofluids prepared by adding GnP-Al₂O₃ nanoparticles in the 

ratio of (50:50) were compared with the best configurations in the literature. 

Kanti et al. [33] carried out the entropy analysis of hybrid nanofluids having 0.1-

0.75% volume fraction by adding red mud and graphene oxide nanoparticles in 

the ratio of (50:50). Marulasiddeshi et al. [34] prepared hybrid nanofluids 

containing Al₂O₃-CuO nanoparticles in the volume fraction range of 0-1% and 

carried out entropy generation analysis in the Reynolds number range of 7000-

44662. Sundar et al. [35] prepared reduced graphene oxide nanoparticles with 

0.5-2.0% volume fraction and carried out thermal entropy generation and exergy 

efficiency analyses. As seen in Figure 10, entropy generation decreases with 

increasing Reynolds number. This is because a higher Reynolds number makes 

the flow more turbulent, promoting better mixing within the fluid and reducing 

the temperature gradient, which in turn lowers entropy generation. 
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Fig.10. Comparison of total entropy generation with literature data 

 

 
Fig.11. Comparison of Bejan number with literature data 

 

As seen in Figure 10, the lowest entropy production at the same Reynolds 

number among the obtained values was observed in the GnP-Al₂O₃ nanofluids 

used in this study. As seen in Figure 11, the Bejan number in the studies shows 

the same trend with increasing Reynolds number. At lower Reynolds numbers, 

Be values are close to 1, indicating that heat transfer is the main contributing 

factor to entropy generation. 
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4. Conclusions 

This study focused on analyzing the entropy generation of water-based 

graphene and Al₂O₃ hybrid nanofluids at five different volume concentrations 

(ranging from 0.1% to 1%) in a circular tube, using CFD software. The analysis 

was performed under turbulent flow conditions with the k-ε RNG turbulence 

model, applying a constant surface heat flux, and varying the Reynolds number 

between 20000 and 80000. The results showed that as the volume fraction of the 

hybrid nanofluid increased, the dimensionless entropy generation followed a 

decreasing trend. The lowest entropy production number of 0.8 was achieved at 

a Reynolds number of 20000 using 1% Graphene-Al2O3 water nanofluid. Total 

entropy production analysis exhibited decreasing values in the range of % 52.15 

-12.21 compared to water for binary GnP-Al2O3 nanofluids with the increase in 

Reynolds number. With higher nanofluid concentration, the system became 

thermodynamically more efficient and entropy production decreased. To 

summarize the reasons for this situation: The enhanced thermal conductivity and 

micro-convection of the nanofluids lower temperature gradients, while optimized 

concentration minimizes viscous dissipation. In turbulent flow, higher Reynolds 

numbers increase mixing and further reduce entropy production. Overall, these 

effects allow the system to operate closer to reversible conditions, with minimal 

energy lost, making the heat transfer process more thermodynamically efficient. 
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1. Introduction 

The incorporation of dimpled tubes into heat exchanger designs is one of the 

commonly used methods to enhance heat transfer and thermal performance. The 

use of surface dimples can significantly increase heat transfer by promoting more 

efficient fluid dynamics. The dimples inside the tubes cause localized 

disturbances in the fluid flow, generating turbulence. This turbulence enhances 

the mixing of fluid layers near the tube walls, which significantly improves heat 

transfer [1]. In smooth tubes, a boundary layer often forms where the fluid near 

the wall remains relatively stagnant, reducing heat transfer efficiency. However, 

the dimples disrupt this boundary layer, allowing for more direct contact between 

the fluid and the tube surface, leading to more effective heat exchange. Several 

previous studies have demonstrated that corrugated tube heat exchangers offer 

significantly better thermal performance compared to traditional smooth tubes 

[2–5]. Farsad et al. [6] compared the heat transfer performance between a 

Dimpled-Protruded tube and a smooth tube. Their findings indicated that the 

small vortices generated in the dimpled tube enhanced interfacial heat transfer. 

The rough surface of the dimpled tube led to a significant 36.21% increase in heat 

transfer, though it also resulted in higher friction losses. Firoozi et al. [7] 

conducted a numerical study on the hydrothermal performance of flow within 

tubes featuring spherical dimples, exploring various geometrical parameters. 

They analyzed a three-dimensional steady flow using both water and water-based 

nanofluids as working fluids, with Reynolds numbers ranging from 500 to 4000. 

Their findings indicated a notable improvement in overall performance, 

particularly when using water-based nanofluids, as a result of optimizing the 

dimple parameters. The maximum thermal enhancement factor (TEF) achieved 

was approximately 3.1. Li et al. focused on optimizing the geometry of dimpled 

tubes to improve the thermal hydraulic performance in single-phase flow. Their 

study revealed that the modified surfaces provide a larger heat transfer area and 

increased turbulence, which leads to enhanced heat exchange efficiency [8]. 

Nazari et al. [9] investigated how dimple depth, quantity, and arrangement impact 

flow and heat transfer properties in turbulent flow. Their findings showed that the 

average Nusselt number was greater for dimpled surfaces compared to smooth 

plates. However, a drawback of this method is the increased pressure drop, 

attributed to higher frictional drag and the formation of recirculation zones within 

the dimples. Manoram et al. [10] conducted both numerical and experimental 

studies to examine the impact of dimples and their design variables on the 

hydrothermal performance of a solar thermal collector. They used simulations to 

explore changes in dimple pitch-to-diameter ratio, dimple count, and mass flow 

rate. The results showed that the Nusselt number increased by a factor of 2.5 for 
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the dimpled tube with a pitch-to-diameter ratio of 3 and a mass flow rate of 2.5 

kg/min. However, this configuration also caused the friction factor to rise by 

11.1% compared to the smooth reference tube. Zheng et al. [11] carried out a 

numerical study on the impact of dimples in helically coiled mini-tubes, focusing 

on performance evaluation criteria (PEC) and entropy generation. The results 

showed that the dimpled tubes had a two-fold increase in both heat transfer and 

friction coefficients. They also noted that the introduction of dimples 

significantly lowered the entropy generation and reduced the maximum wall 

temperature. Sabir et al. [12] conducted a numerical study on the hydrothermal 

performance of tubes featuring dimples with different geometric pitches across a 

range of Reynolds numbers. Their findings revealed that the performance of 

dimpled tubes varies considerably with changes in dimple pitch and Re. 

Specifically, they discovered that the ellipsoidal 45° and teardrop dimpled tubes, 

when optimized for pitch, improved thermal-hydraulic performance by as much 

as 45.7% and 31.2%, respectively. Nascimento et al. [13] utilized shallow square 

dimples in flat tubes to investigate heat transfer enhancements in compact heat 

exchangers, with potential applications in vehicle radiators. Their study achieved 

augmentation factors as high as 2.28, allowing for greater heat dissipation without 

increasing the pumping power. The hydrothermal performance of models with 

varying dimple diameters, spaced at specific intervals along the tube, was 

assessed under single-phase flow conditions for Reynolds numbers between 3000 

and 8000 [14]. The study revealed that dimpled tubes enhanced heat transfer 

relative to smooth tubes, with the Nusselt number doubling in comparison. The 

highest overall performance metrics were 1.22 for Model A and 1.33 for Model 

B. The thermo-hydraulic performance of Fe₃O₄/H₂O nanofluid flow within 

dimpled tubes under the effect of a magnetic field was numerically investigated 

by Gürdal et al. [15]. The objective of the study was to generate comprehensive 

numerical data on turbulent flow behavior within spherical dimpled tubes, 

contributing to the optimization and design of advanced, highly efficient thermal 

energy storage systems. Simulations were conducted with Reynolds numbers 

ranging from 10000 to 50000 under a constant heat flux of 20 kW/m². The results 

indicated that the Nusselt number increased as the Reynolds number increased 

and the pitch ratio decreased. Among the different dimple geometries, the one 

with a pitch-to-diameter ratio (P/d) of 7.50 was found to be the most effective. 

Kaood et al. [16] conducted a numerical study on the flow characteristics within 

dimpled conical tube heat exchangers with varying diameter ratios. Their 

investigation analyzed the Nusselt number (Nu), friction factor (f), and thermal 

enhancement factor (TEF) across different diameter ratios and a wide range of 

Reynolds numbers. The results showed that tubes with a nozzle configuration and 
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a diameter ratio of 1.5 achieved the highest TEF, with an improvement of 

approximately 30% compared to the reference tube geometry. Eimsa et al. [17] 

studied the thermo-hydraulic performance of dimpled tubes equipped with 

twisted tape inserts, using TiO₂-water nanofluids as the working fluid. The 

experimental results demonstrated that the combination of dimpled tubes and 

twisted tapes provided higher heat transfer rates compared to using dimpled tubes 

alone. The findings also showed that dimple angle, twist ratio, and TiO₂-water 

nanofluid concentration had a significant impact on the overall performance. 

Among the tested configurations, the dimpled tube with a 45° dimple angle 

achieved the greatest heat transfer enhancement. Heat transfer, represented by the 

Nusselt number (Nu), increased with a lower twist ratio and higher nanofluid 

concentrations. Keklikcioğlu [18] evaluated the heat transfer and fluid flow 

characteristics in tubes with circular dimples using hybrid nanofluids. The study 

emphasized that the combined use of hybrid nanofluids and dimples significantly 

increased heat transfer efficiency, with the Nusselt number increasing as the 

Reynolds number increased. Although the presence of dimples led to an increase 

in friction factors, the overall thermohydraulic performance remained positive, 

resulting in a net energy gain. The study concluded that combining hybrid 

nanofluids with dimpled tube surfaces enhanced heat exchanger efficiency by 

improving both thermal and hydraulic performance. 

This study aims to investigate how the use of dimple protrusions on the outer 

surface of a heat exchanger tube can enhance heat transfer rates. These dimples 

are arranged in a pattern with varying pitch distances. The heat exchanger tube is 

filled with water maintained at a constant temperature to evaluate the effect of 

the dimple arrangement on overall heat transfer performance. The primary 

function of the dimples is to disturb the flow, increase turbulence, and improve 

heat exchange efficiency. 

 

2. Material and Methods 

2.1. Numerical model and boundary conditions 

In this study, the 3D test tube analyzed using CFD software is divided into 

three sections: the inlet, test, and outlet regions, as shown in Figure 1. The 

analysis was conducted under turbulent conditions, with Reynolds numbers 

ranging from 10000 to 50000, and a constant heat flux of 30 kW/m² was applied 

to the test region. Boundary conditions for the system were defined by a velocity 

inlet at the entry and a pressure outlet at the exit, where the outlet pressure was 

set to zero gauge pressure.  
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Fig.1. (a) Geometrical characteristics of the numerical model, (b) Dimpled pipe (Front View) 

 

The inlet temperature was 293.15 K and the inlet velocity was varied based 

on the Reynolds numbers. The tube's dimensions were chosen to ensure 

hydrodynamically and thermally fully developed flow, with a wall thickness of 2 

mm and an internal diameter (Dh) of 20 mm. Dimples, each 4 mm in diameter, 

were placed on the tube’s surface. The dimple diameter (Dp), depth (h), and pitch 

(P) are illustrated in Table 2. The entrance region, designed to allow the flow to 

become uniform, is defined as ten times the tube diameter (200 mm), meaning 

the flow starts unstable but transitions to laminar over this distance. The test 

region, where flow is stabilized and measurements are taken, extends 1000 mm 

and serves as the critical area for collecting experimental data. The exit region, 

modelled to be five times the tube diameter (100 mm), facilitates a smooth flow 

at the tube's end. This arrangement prevents chaotic exit flow, which could 

compromise the reliability of experimental data. The water used as the working 

fluid is assumed to be incompressible, steady, and in continuous flow and its 

293.15 K properties are given in the Table 1. These parameters were carefully 

selected to optimize flow conditions and enhance the accuracy of the obtained 

results. 
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Table 1. Properties of water at 293.15 K [19]. 

Water 

(293.15 K) 

ρ μ 𝐜𝐩 k 

998.0 kg/m3 1.002E-3 

kg/ms 

4185 j/kgK 0.598 

w/mK 

The geometric parameters of the numerical model are explained in Figure 1 

(a), (b), and the values of these parameters are provided in Table 2. 

 

Table 2. Values of  geometrical characteristics of numerical model. 

Defination Symbol Value (mm) 

Tube Diameter Dh 20 

Dimple diameter Dp 4 

Dimple pitch P 10-40 

Dimple height h 1.5 

Test Section L 1000 

Entrance Section L1 200 

Exit Section L2 100 

2.2. Solution methodology 

In this study, numerical analysis was performed using the finite volume 

method, a commonly applied approach for addressing fluid flow and heat transfer 

challenges, within ANSYS Fluent 19. The k-ε RNG (Re-Normalization Group) 

turbulence model was selected due to its effectiveness in modeling turbulent 

flows, particularly in scenarios involving significant flow separation and 

swirling. The SIMPLE (Semi-Implicit Method for Pressure Linked Equations) 

algorithm was employed to solve the flow equations. This algorithm is widely 

used to couple pressure and velocity in incompressible flow simulations. For 

convective transport evaluation, the QUICK (Quadratic Upstream Interpolation 

for Convective Kinematics) scheme was utilized, offering enhanced accuracy 

compared to simpler schemes. The convergence criteria were set at 1x10⁻6 for 

continuity (to ensure mass conservation), velocity, energy, and the turbulence 

parameters k (turbulent kinetic energy) and ε (turbulent dissipation rate), ensuring 

precise and reliable results. The k-ε RNG model relies on three essential 

conservation equations: mass, momentum, and energy, which are fundamental 

for characterizing fluid flow. These are mathematically represented in Equations 

1, 2, and 3, corresponding to the laws of mass conservation, momentum 

conservation, and energy conservation, respectively. 
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Mass Conservation  

∇(𝜌𝑉⃗ ) = 0                                (1) 

Momentum Conservation  

∇(𝜌𝑉⃗ 𝑉⃗ ) = −∇𝑃 + ∇(𝜇∇𝑉⃗ )                (2) 

Energy Conservation 

∇(𝜌𝑐𝑝𝑉⃗ 𝑇) = ∇(𝑘∇𝑇)                        (3) 

The k-ε turbulence model determines the values of k and ε by solving 

differential equations that describe the behavior of these turbulent properties. 

𝜕(𝜌𝑘)

𝜕𝑡
+ 𝛻. (𝜌𝑈𝑘) = 𝛻. ((𝜇 +

𝜇𝑡

𝜎𝑘
)𝛻𝑘) + 𝑃𝑘 − 𝜌𝜀                                                (4) 

𝜕(𝜌𝜀)

𝜕𝑡
+ 𝛻. (𝜌𝑈𝜀) = 𝛻. ((𝜇 +

𝜇𝑡

𝜎𝜀
)𝛻𝜀) +

𝜀

𝑘
 (𝐶𝜀1 (𝑃𝑘) −  𝐶𝜀2 𝜌𝜀                        (5) 

𝑃𝑘 defined as; 

𝑃𝑘 = 𝜇𝑡  𝛻𝑈. (𝛻𝑈 + 𝛻𝑈𝑇) −
2

3
 𝛻. 𝑈(3𝜇𝑡  𝛻. 𝑈 + 𝜌𝑘)                                              (6) 

The constant coefficients in this turbulence model are given as: Cμ = 0.087, 

Cε1 = 1.43, Cε2 = 1.90, σk = 1, and σε = 1.3. 

𝜇𝑡 = 𝜌𝑐𝜇𝑘2/𝜀                                                                                                      (7) 

 

2.3. Data acquisition 

In the analysis conducted using ANSYS Fluent 19, the resulting data were 

utilized to calculate several key parameters, including the Reynolds number (Re), 

Nusselt number (Nu), friction factor (f), and the thermohydraulic performance 

coefficient. These parameters are essential for assessing the flow and heat transfer 

characteristics of the system. Here's an explanation of each: 

Reynolds Number (Re): The Reynolds number is a dimensionless quantity 

that indicates whether the flow is laminar or turbulent. It is calculated based on 

the fluid velocity, characteristic length (in this case, the tube diameter), and fluid 

properties such as density and viscosity. The equation 8 for Re is typically given 

by: 

Re=
𝜌𝑣𝐷

𝜇
                                                                                                                                            (8)            

where ρ is the fluid density, 𝑣 is the fluid velocity, D is the characteristic 

length, and μ is the dynamic viscosity of the fluid. 

Nusselt Number (Nu): The Nusselt number represents the ratio of convective 

to conductive heat transfer. It helps quantify the heat transfer enhancement in the 

system. Nu can be calculated using the relation between the heat transfer 

coefficient, characteristic length, and the thermal conductivity of the fluid as 

shown in equation 9: 
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𝑁𝑢 =
ℎ𝐷

𝑘
                                                                                                                      (9) 

where h is the convective heat transfer coefficient, D is the characteristic 

length, and k is the thermal conductivity of the fluid. 

Friction Factor (f): The friction factor quantifies the resistance to fluid flow 

due to friction along the surface of the tube. It is related to pressure loss in the 

system and can be calculated from the equation 10, typically used for turbulent 

flows: 

𝑓 =
∆𝑃

1

2
𝜌𝑣2𝐿

𝐷

                                                                                                             (10) 

where ΔP is the pressure drop, ρ is the fluid density, v is the velocity, D is the 

tube diameter, and L is the length of the tube. 

Thermohydraulic Performance Coefficient: This coefficient combines both 

the thermal and hydraulic performance of the system, giving a comprehensive 

view of how efficiently the system operates. It is typically expressed as a ratio of 

the Nusselt number to the friction factor, often normalized with respect to a 

smooth tube as shown in equation 11 : 

ɳ = (𝑁𝑢/𝑁𝑢𝑜) (𝑓/𝑓0)
1/3                                                                                           (11) 

where Nu0  and f0 are the Nusselt number and friction factor for the reference 

smooth tube. 

 

3. Results and Discussion 

3.1. Mesh independence 

In order to guarantee that the numerical results are not influenced by the mesh 

size or the number of computational cells, a grid independence study was 

performed before conducting the main numerical analysis. This process involves 

running simulations using multiple grid resolutions, ranging from coarse to fine, 

to assess how the solution changes with varying grid densities. The goal of this 

study is to identify a grid size that provides accurate and stable results without 

further refinement significantly altering the outcomes. By comparing key 

parameters, such as pressure, temperature, and velocity, across different grid 

sizes, the smallest grid that yields consistent results is selected. This ensures that 

the solution is "grid-independent," meaning that any further increase in the 

number of cells will not significantly impact the accuracy of the results, thereby 

optimizing computational resources while maintaining precision in the analysis. 

The y+ value is a key parameter that assesses the mesh quality, and an appropriate 

y+ value ensures that the mesh accurately resolves the boundary layer. For high 

Reynolds number flows, the optimal range for y+ is 5<y+<30 [20], which is 

crucial for capturing flow details within the boundary layer effectively. Several 
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mesh structures were tested at a Reynolds number of 10000, and the model with 

1,92 million elements was selected for all analyses, where deviations in Nu and f 

remained under 2%. In this study, the y+ value for the mesh structure was 

calculated as 1.43. 

 
Fig. 2. Mesh structure of the numerical model 

 

3.2. Validation of the numerical procedure 

Before beginning the primary research, the numerical analysis was validated 

by comparing the results with established data from the literature. This validation 

process is critical to ensuring the accuracy and reliability of the numerical model. 

Specifically, the numerical results for a smooth tube were compared against well-

known empirical correlations. For the Nusselt number (Nu), which measures heat 

transfer efficiency, the results were compared with the correlations developed by 

Gnielinski [21] and Petukhov [22] . These correlations are commonly used for 

predicting the average Nu number in smooth tubes under turbulent flow 

conditions.  

𝑁𝑢 =
(𝑓/8)(𝑅𝑒𝐷−1000)𝑃𝑟

1+12.7(𝑓/8)
1
2(Pr

2
3−1)

                                                                                                     (12) 

𝑁𝑢 =
(𝑓/8)𝑅𝑒 𝑃𝑟

1.07+12.7(𝑓/8)
1
2(Pr

2
3−1)

                                                                                                (13) 

Figure 3 illustrates that the Nusselt number increases as the Reynolds number 

increases. This is attributed to the enhanced turbulent mixing with higher 

Reynolds numbers, leading to more efficient heat transfer. Figure 3 shows that 

the numerical results align closely with the established equations when evaluating 
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the Nusselt number. For the smooth heat exchanger tube using water as the 

working fluid, the maximum observed error in the Nusselt number is ± 11.35%. 

 

 
Fig.3. Comparison of Nusselt Number numerical results with literature 

 

For the friction factor (f), which indicates the resistance to fluid flow, the 

numerical results were compared with the correlations provided by Petukhov [22] 

and Blasius [23]. These correlations are widely recognized for their accuracy in 

estimating the average friction factor for smooth tubes in turbulent regimes. The 

equations used in the validation procedure are given in Equations (12), (13), (14), 

and (15). By comparing the numerical results with these established correlations, 

the accuracy of the simulation model can be confirmed. If the results closely 

align, it indicates that the numerical analysis can reliably predict heat transfer and 

flow behavior, ensuring confidence in subsequent analyses involving more 

complex geometries or conditions. 

𝑓 =0.316𝑅𝑒−0.25                                                                                                                                          (14)                                                                                                                               

𝑓 = (0.790 ln𝑅𝑒 − 1.64)−2                                                                              (15)                                      
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Fig.4. Comparison of Friction factor numerical results with literature 

 

Figure 4 shows that the friction coefficient is inversely proportional to the 

Reynolds number and decreases with increasing Re values. The maximum 

deviation value in f is 13.22%. 

 

3.3.  Heat transfer and friction factor 

Reducing the pitch length between dimples results in more dimples on the 

surface, which disrupts the fluid flow and creates turbulence. This turbulence 

breaks up the boundary layer, where the fluid tends to move more slowly near a 

smooth surface. The dimples generate eddies, enhancing the mixing of cooler and 

hotter fluid layers, thus improving heat transfer. With more dimples, there is 

increased surface area and interaction between the fluid and the surface, allowing 

for better local heat exchange. The heightened turbulence near the wall 

encourages more efficient heat removal from the surface to the fluid, increasing 

heat transfer performance. In this study, the dimples on the pipe surface were 

placed at four different distances (P=10mm, P=20 mm, P=30 mm, P=40 mm) and 

the effect of increasing the dimple distances on the Nusselt number and friction 

factor is shown in Figure 5 and Figure 6. The maximum Nusselt number was 

obtained as 392.52 at a Reynolds number of 50000 with a pitch length of 10 mm. 

The maximum friction factor, on the other hand, was recorded as 0.0332 at a 

Reynolds number of 10000 with the same pitch length of 10 mm. 
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Fig.5. Variation of Nusselt number via Reynolds number for dimples at different distances 

 
Fig.5. Variation of friction factor via Reynolds number for dimples at different distances 

 

3.4. Thermohydraulic performance (THP) 

The coefficient of thermohydraulic performance (THP) is a key metric in 

thermal systems because it balances the benefits of enhanced heat transfer against 

the drawback of increased pressure drop. While heat transfer improvements can 

boost efficiency, they often raise pressure drop, requiring more energy for 

pumping. The THP accounts for both factors, showing whether the energy gained 

from improved heat transfer outweighs the extra pumping energy needed. A THP 

greater than 1 indicates a net energy gain, making the system more efficient. 

Figure 6 shows that thermohydraulic performance decreases with increasing 

Reynolds number because higher Re leads to higher fluid velocity, which 
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increases turbulence and heat transfer, but also causes a much higher pressure 

drop. This higher pressure drop requires more pumping energy, reducing system 

efficiency. In contrast, at lower Re, the pressure drop is less severe, leading to 

better overall performance despite lower heat transfer. The thermal performance 

of all arrangements of dimples on the tube is above 1. The P=10 mm configuration 

achieved the best thermohydraulic performance with a coefficient of 1.27 at the 

lowest Reynolds number. Figure 7 compares the thermal performance results of 

the current study with those from previous studies in the literature and provides 

a visual reference to evaluate differences or similarities in performance. 

 
Fig.6. Variation of thermohydraulic performance with respect to distance between dimple 

 

4. Conclusions 

The effects of dimples placed at different distances on the thermohydraulic 

performance of a tube were examined. The findings from the study are expressed 

below. 

✓ All dimple geometries demonstrated a thermal performance greater than 

1. The 10 mm pitch configuration was proven to be the most efficient, reaching a 

THF value of 1.27 at a Reynolds number of 10,000, while the lowest performance 

was recorded for the 40 mm pitch configuration, with a THF value of 1.15 at the 

same Reynolds number. 

✓ Nusselt number increased with Reynolds number in all configurations 

because higher Reynolds numbers correspond to higher fluid velocities, leading 

to increased turbulence. This turbulence allows for better fluid mixing, enhancing 

heat transfer and improving the rate of heat transfer from the surface to the fluid. 
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✓ The friction factor increased with the number of dimples because more 

dimples create additional surface roughness, which adds more resistance to fluid 

flow. This increased resistance results in a higher pressure drop, as more energy 

is required to push the fluid through the system due to the added friction. 

✓ Despite the increased pressure drop caused by the additional friction from 

more dimples, the thermohydraulic performance coefficient exceeded 1 in all 

configurations. This indicates a net energy gain because improvements in heat 

transfer efficiency (shown by the increased Nusselt number) outweigh the extra 

energy cost associated with pumping. The enhanced turbulence and mixing 

caused by the dimples lead to a significant increase in heat transfer, compensating 

for the higher pressure drop and resulting in an overall more energy-efficient 

system. 
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Advancing Clean Energy: The Integration of Renewable Energy Sources, 

Smart Grids, and the Role of Electric Vehicles 

 

 

Summary 

This study provides a comprehensive evaluation of the integration of 

renewable energy sources, smart grid technologies, and the role of electric 

vehicles in energy systems. The environmental and economic benefits of 

renewable energy sources are discussed alongside the technical, economic, and 

social challenges encountered during their integration into energy systems. The 

study highlights the critical role of smart grids in ensuring the reliable and 

efficient integration of renewable energy sources while emphasizing the future 

needs for the development of advanced energy management systems. The 

potential of electric vehicles (EVs) to enhance energy sustainability is explored, 

with a particular focus on the contributions of Vehicle-to-Grid (V2G) technology 

in energy storage, load balancing, and the integration of renewable energy 

sources. However, the challenges associated with V2G implementation, such as 

battery lifespan concerns, high investment costs, and social barriers, are also 

addressed. Through advanced communication and management models, smart 

grids aim to make energy systems more flexible, reliable, and environmentally 

friendly. This study outlines a roadmap for future energy management strategies 

shaped by renewable energy sources, smart grids, and electric vehicle 

technologies. It underscores the opportunities offered by this integration in 

achieving environmental sustainability and enhancing energy security. 

 

Keywords: smart grids, electric vehicles (EV), renewable energy integration, 

vehicle to grid (V2G) technology, energy sustainability 
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1. Inroduction 

Renewable energy stands as one of the most ideal solutions to mitigate the 

growing issue of greenhouse gas emissions while promoting an environmentally 

friendly approach. Many countries actively utilize renewable energy in the 

development and production of next-generation technologies (Sen & Ganguly, 

2017). Energy plays a critical role in sustaining life on Earth, with energy 

transformation processes at the core of this system. The production of usable 

energy involves converting energy into various forms, relying on both renewable 

and non-renewable sources. Today, a significant portion of global energy demand 

is met by non-renewable resources such as fossil fuels (oil, natural gas, and coal). 

However, the finite nature of these resources and their environmental impacts 

have heightened interest in energy transitions. Among non-renewable resources, 

uranium used in nuclear energy production offers a notable alternative due to its 

high energy density. Nevertheless, increasing the use of sustainable and 

renewable energy sources in energy production has become an essential 

requirement from both environmental and economic perspectives. The utilization 

of renewable energy sources such as solar, biomass, hydro, and wind varies 

significantly depending on a country’s geographical, economic, and 

technological conditions. For instance, nations with high solar energy potential 

prioritize this resource, while regions rich in water resources emphasize 

hydropower. Similarly, the adoption of biomass and wind energy is influenced 

by factors such as the availability of natural resources, government policies, and 

infrastructure investments. These variations necessitate flexible and regionally 

focused approaches in national energy strategies, ensuring the effective 

integration of renewable energy sources (Martinot, Dienst, Weiliang, & Qimin, 

2007). The integration of renewable energy sources into existing electricity grids 

presents significant technical and operational challenges, such as outages, voltage 

fluctuations, and energy losses. To overcome these difficulties and enhance the 

efficiency of energy supply, smart grid systems have been developed. Traditional 

electricity distribution infrastructure was designed during an era when energy was 

relatively inexpensive and accessible, and its fundamental structure has been 

supported by only limited upgrades aimed at meeting increasing electricity 

demand over time. However, the rapid growth in energy demand and the 

widespread adoption of renewable energy sources have necessitated a transition 

to a more modern, flexible, and dynamic infrastructure. Smart grids play a pivotal 

role in this transformation by maintaining the balance between energy production 

and distribution, thereby facilitating the effective integration of renewable energy 

sources. These advanced systems are instrumental in addressing the limitations 

of traditional grids and ensuring a more sustainable and reliable energy future. 
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(Dileep, 2020). The existing traditional electricity grid operates with significant 

inefficiencies, converting only one-third of the energy from fuel into electricity 

while failing to recover usable waste heat. Approximately 8% of production is 

lost during transmission, and 20% of generation capacity is reserved solely to 

meet peak demand periods. Furthermore, the centralized and unidirectional 

nature of this energy system makes it highly vulnerable to cascading failures, 

where a single issue can disrupt the entire network. The fundamental operation 

of public utility systems remains largely unchanged from a century ago, relying 

on the transfer of energy from centralized power plants to households through 

public grids and maintaining reliability via stored reserve capacity. However, this 

system is environmentally and economically unsustainable. Inefficient energy 

use, a high carbon footprint, and harmful emissions have made this structure a 

significant source of pollution and greenhouse gas emissions. To address modern 

energy demands, a transition to a more sustainable and flexible energy 

infrastructure has become imperative. This shift is essential not only to reduce 

environmental impacts but also to ensure the reliability and adaptability of energy 

systems in the face of growing demand and the integration of renewable energy 

sources. (Farhangi, 2010). The system known as the smart grid aims to address 

the fundamental shortcomings of the existing energy infrastructure and transform 

the processes of energy generation, transmission, and consumption into a more 

efficient, reliable, and sustainable structure. Smart grids overcome the 

unidirectional and centralized nature of traditional systems by offering innovative 

features such as bidirectional energy flow, real-time monitoring, demand-side 

management, and the integration of renewable energy sources. These aspects are 

expected to provide long-term solutions to the technical and environmental 

challenges faced by the energy sector. A smart grid is a modern electricity 

network model that operates by leveraging information and communication 

technologies. It collects and analyzes data on the energy usage behaviors of 

suppliers and consumers. This information is automatically processed to make 

electricity production and distribution more efficient, reliable, economical, and 

sustainable. Beyond optimizing energy flow, the smart grid enables users to 

manage their energy consumption more consciously. With these capabilities, it 

aims to reduce the inefficiencies of the current infrastructure and facilitate the 

integration of renewable energy sources (Siano, 2014). Most smart grids are 

strategically established in locations far from densely populated areas and close 

to natural resources suitable for energy production, such as dam sites or near fuel 

sources, to ensure the effective utilization of renewable energy. These grids are 

often designed on a large scale to benefit from economies of scale. The electricity 

generated is stepped up to higher voltage levels to facilitate integration into the 
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transmission network. This high-voltage energy is transmitted through the grid, 

typically reaching wholesale customers, such as companies operating local 

distribution networks. During this process, the energy may cross international 

borders, traveling over considerable distances. The structure of smart grids is 

specifically designed to enhance efficiency and reliability in energy generation 

and transmission processes. (Hossain et al., 2016). When the power reaches a 

substation, its voltage level is stepped down from the transmission level. Upon 

exiting the substation, it enters the distribution cables. Finally, when it arrives at 

the service location, the voltage is further reduced from the distribution level to 

the required service voltage. Table 1 briefly highlights the differences between a 

traditional power grid and a smart grid.  

 

Table 1. Conventional grid versus smart grid (Tuballa & Abundo, 2016) 
Feature Traditional Grid Smart Grid 

Operation System Mechanically operated Digitized 

Transmission Direction One-way Two-way 

Generation Structure Centralized Power 

Generation 

Distributed Generation 

Connection Type Radially connected Distributed 

Number of Sensors Few sensors Many sensors 

Monitoring Capability Limited monitoring 

capabilities 

Closely monitored 

Control Mechanism Manual control Automated control 

Automated control Fewer security concerns Vulnerable to security issues 

Response Time Slow response actions Fast response 

 

2. An Overwiev of Renewable Energy Sources 

There are various renewable energy sources available worldwide, and the 

primary characteristic of these energy sources is that they are naturally available 

and generally free of cost. This study will provide a detailed examination of all 

renewable energy technologies and explain their production capacities on a global 

scale. 

2.1. Wind Energ 

Wind energy is harnessed by converting the kinetic energy of air flow into 

mechanical energy through turbines, which is then transformed into electrical 

energy. Examples of wind power applications include windmills, wind pumps, 

and sails used to propel ships. Today, large-scale wind farms stand out as systems 

where hundreds of wind turbines are integrated into the transmission grid for 

electricity generation. Offshore wind farms offer advantages such as access to 

stronger and more stable wind resources and reduced visual impact compared to 

onshore wind turbines. However, offshore projects pose economic challenges due 
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to the high costs associated with construction and maintenance. On the other 

hand, small-scale onshore wind farms are designed for more isolated areas and 

are utilized to meet localized energy needs. Additionally, small home-scale wind 

turbines are becoming increasingly popular for individual electricity generation 

and are often supported by utility companies. The versatile applications of wind 

energy make it a vital option for both large-scale and individual energy solutions, 

contributing to its growing prominence in the global energy landscape. (Hossain 

et al., 2016). Wind energy is actively utilized in 83 countries worldwide as an 

economically viable resource. In 2010, more than 2.5% of global electricity 

demand was met by wind energy, with an annual growth rate exceeding 25%. 

From a cost perspective, wind energy has reached a level where its production 

costs per unit are competitive with those of new coal and natural gas facilities. 

These attributes make wind energy an attractive option both economically and 

environmentally (Gasch & Twele, 2012). 

  

2.1.2. Wind Turbine Technology 

A wind turbine can be defined as a device that converts the kinetic energy of 

wind into electrical energy, typically through methods referred to as wind power. 

If the turbine is used to convert mechanical energy into electricity, it is referred 

to as a wind power plant or "wind turbine." In cases where the mechanical power 

is employed for tasks such as operating machinery, pumping water, or grinding 

grain, the device is known as a windmill. Similarly, when this energy is used for 

charging batteries, the turbine functions as a charging device. Advancements in 

wind energy technology have led to significant progress in the engineering 

designs of both vertical and horizontal axis wind turbines. Small turbines have 

been developed for specialized applications, such as charging batteries or 

providing auxiliary power for boats. On the other hand, large-scale turbine arrays 

play a critical role in meeting the increasing energy demands by generating 

electricity through wind power. These large wind farms are recognized as a key 

component of renewable energy production and contribute significantly to 

achieving sustainability goals in the energy sector. (P., 2008). 

 

2.2.  Solar Energy 

A wind turbine is a device that converts the kinetic energy of wind into 

electrical energy, typically through methods known as wind power. If the turbine 

is used to convert mechanical energy into electricity, it is called a wind power 

plant or "wind turbine." When mechanical power is utilized for tasks such as 

operating machinery, pumping water, or grinding grain, the device is referred to 

as a windmill. Similarly, when this energy is employed for charging batteries, the 
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turbine functions as a charging device. Advancements in wind energy technology 

have significantly improved the engineering designs of both vertical and 

horizontal axis wind turbines. Small turbines are designed for specific 

applications, such as charging batteries or providing auxiliary power for boats. 

Meanwhile, large-scale turbine arrays are essential in addressing the growing 

energy demands by generating electricity from wind power. These extensive 

wind farms are vital components of renewable energy systems and play a major 

role in achieving sustainability objectives within the energy sector (Hossain et 

al., 2016).   

 

2.2.2. Photovoltaic 

Photovoltaic (PV) technology refers to solar cells as devices that generate 

direct current (DC) and electrical power based on the flow of sunlight. Solar cells 

operate on the principle of the photovoltaic effect, capturing energy from sunlight 

and converting it into electrical current. A PV system is built around a PV cell, a 

semiconductor device that transforms solar energy into DC electricity. These 

cells are typically interconnected to form a PV module with a capacity ranging 

from 50 to 200 W. When combined with additional components such as inverters, 

batteries, electrical components, and mounting systems, these modules constitute 

a PV system. PV systems are highly modular and can be scaled to deliver power 

ranging from a few watts to several megawatts. In solar PV technologies, silicon-

based modules remain the most widely used systems. In recent years, however, 

technologies known as thin-film modules, made from non-silicon semiconductor 

materials, have gained prominence. While thin-film modules generally offer 

lower efficiency compared to silicon modules, their reduced costs provide a 

distinct advantage. Additionally, concentrated PV (CPV) technology, which 

focuses sunlight onto smaller areas, has emerged as a high-efficiency solution, 

achieving up to 40% efficiency and nearing full market deployment. Meanwhile, 

innovative technologies like organic PV cells are still in the research and 

development stage, holding the potential to create new opportunities in the solar 

energy sector in the future. (Bhuiyan, Sugita, Hashimoto, & Yamamoto, 2012).  

Solar PV combines two significant advantages. Firstly, module production can 

be conducted in large-scale facilities, enabling economies of scale and reducing 

costs. Secondly, PV is an exceptionally modular technology, easily adaptable to 

applications ranging from small systems to large-scale installations. One of PV's 

greatest advantages over concentrated solar power (CSP) is its ability to harness 

not only direct sunlight but also diffuse solar radiation. This capability allows 

solar PV to generate energy without requiring a completely clear sky, making it 

effective across a much broader geographical range compared to CSP. 
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2.3. Hydroelectric Energy 

Hydroelectric power is a renewable energy source derived from the energy of 

moving water. Flowing water is captured and converted into electricity using 

turbines. Dams are the most commonly used method for hydroelectric generation. 

However, more innovative hydroelectric technologies that utilize wave and tidal 

energy are becoming increasingly prevalent, emerging as significant alternatives 

in the energy sector. In the future of smart grid systems, hydroelectric power may 

play a vital role as a major energy storage resource and establish a strong market 

for power semiconductors as a component of renewable energy. Figure 1 

illustrates the operational principles of a hydroelectric facility. 

 

 
Figure 1. Diagram of a Hydroelectric Power Generation Facility (Hossain et al., 2016) 

Hydroelectric power plants are categorized into three main types based on 

their operating principles and water flow models: Run-of-River (RoR), Reservoir, 

and Pumped Storage Hydroelectric Plants. These systems can be built on varying 

scales, from small to large, depending on the hydrological regime and 

topographical features of the basin. 

Run-of-River (RoR) Plants: These plants primarily harness energy from the 

natural flow of a river to generate electricity. Some RoR facilities may include 

short-term storage capacities to partially adapt to changes in demand. However, 

their production capacity is directly dependent on the river's flow and 

precipitation levels, which can result in significant daily, monthly, or seasonal 

variations in output. 

Reservoir Plants: Equipped with water storage capabilities, these plants store 

energy for future use. Reservoirs help stabilize fluctuations in inflow, making 

energy production more sustainable. The generation facilities are typically 

located downstream, connected to the reservoir via pipelines. The size and design 

of the reservoir are determined by the geographical characteristics of the region 

in which it is located. 
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Pumped Storage Plants: These plants act as energy storage systems rather than 

primary energy sources. During periods of low demand, water is pumped from a 

lower reservoir to an upper reservoir, and during peak demand, it flows back to 

generate electricity. Although the pumping process results in energy losses, 

making these plants net energy consumers, they provide large-scale energy 

storage solutions. Currently, pumped storage systems are among the most widely 

used and highest-capacity energy storage technologies globally. Globally, a 

significant portion of electricity generation relies on hydroelectric power. Figure 

2 illustrates the current and projected hydroelectric production for various 

regions.  

 

 
Figure 2. Hydroelectric Distribution by Region (Hossain et al., 2016) 

 

When examining Figure 2, it is evident that since the year 2000, hydroelectric 

energy production has gained momentum across all regions. Furthermore, this 

upward trend is projected to continue accelerating through 2035. 

 

3. Challenges of Renewable Energy Sources 

Renewable energy sources are inherently intermittent. The uncontrollable 

nature, limited dispatchability, and intermittent characteristics of the most 

common renewable energy sources, such as wind and solar, necessitate 

specialized ancillary services like spinning reserves and other regulatory 

operations to ensure reliability and meet operational demands. Furthermore, one 

of the primary challenges of renewable energy integration is the potential for 

rapid fluctuations in power output. When combined with existing load variability, 

this increases the stochastic nature of the entire power grid. As a result, both the 

complexity of operations and the need for enhanced support systems must be 

171



addressed through upgrades and improvements. The current power grid operates 

as a centralized system, focusing on bulk power generation, transmission, and 

distribution. However, this structure is insufficient for providing scalable energy 

measurement and production management that can accommodate the rapidly 

changing requirements of renewable energy sources. Similarly, operational 

complexity at the distribution level typically excludes production management 

and is limited to maintaining the quality of the supplied power. Systematic 

integration of renewable energy sources at both the generation and distribution 

levels requires comprehensive and coordinated system upgrades to monitor, 

control, and regulate these processes effectively. In particular, the distribution 

level demands significant improvements in monitoring and control systems to 

ensure the flexible and efficient operation of small-scale renewable energy-based 

generation systems. These upgrades aim to enhance system reliability, ensure 

operational safety, and enable optimization in energy management, ultimately 

paving the way for a more robust and sustainable energy infrastructure 

(Manditereza & Bansal, 2016). The primary objective can be defined as ensuring 

optimized power flow and supply quality while reducing stochastic complexity 

within energy systems. Achieving this requires managing the uncertainties 

introduced by renewable energy integration, enhancing system flexibility, and 

maintaining high-quality standards throughout all processes, from energy 

production to distribution. While the current power grid is designed to handle 

load fluctuations, the stability, controllability, and other ancillary support 

traditionally provided by conventional synchronous generators are significantly 

diminished with RE integration. Maintaining grid stability under these conditions 

necessitates the adaptation or transformation of synchronous generator capacities. 

This transformation must be systematically implemented, considering the rapid 

fluctuations and temporal variability of RE sources. Particularly, wind turbines 

experience continuous fluctuations in output due to varying wind speeds, making 

production predictability heavily reliant on weather data. Consequently, more 

advanced control systems and power-balancing strategies are essential to enhance 

the reliability and flexibility of the grid. High levels of wind energy penetration 

can lead to overproduction, especially during peak hours. Addressing this 

challenge requires accurate hourly forecasts of energy supply and effective 

management of other energy unit commitments to maintain balance in energy 

provision. Accurate forecasting of wind and solar energy production necessitates 

the use of advanced equipment and intelligent algorithms to facilitate unit 

commitment calculations. Moreover, regional planning procedures for 

integrating intermittent energy sources must be further refined to meet energy 

market requirements. These enhancements contribute to creating more flexible 
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and adaptive energy grids, ensuring the efficient utilization of energy derived 

from renewable sources and fostering a sustainable energy infrastructure. (Lee, 

Ban, & Kim, 2022). To effectively plan and manage renewable energy 

production, detailed evaluation and research of short- and long-term weather 

forecasts are essential. These forecasts are critical for predicting the inherently 

variable output of renewable energy sources and maintaining the balance between 

energy supply and demand. Accurate forecasting models not only enhance the 

reliability of energy grids but also support the flexibility and efficiency of energy 

systems, ensuring a more stable and sustainable energy infrastructure. (Khalid, 

2018; Naz et al., 2019; Sarshar, Moosapour, & Joorabian, 2017). Unlike 

conventional generators, the unpredictability of renewable energy (RE) sources 

restricts their ability to operate at full capacity, particularly during peak demand 

hours. This limitation makes the energy grid more vulnerable to instabilities and 

power outages while imposing additional strain through increased load demands. 

Consequently, energy grids incorporating RE sources must be equipped with 

advanced energy management systems that account for electricity supply, 

demand, unit pricing, storage, and production costs. Furthermore, when RE 

output constitutes less than 5-10% of total demand, the grid may consider this 

production as noise. This highlights the importance of adapting energy 

management strategies and infrastructure to maximize the potential benefits of 

RE sources, ensuring both system reliability and operational efficiency. 

(Sgouridis et al., 2016). Similarly, the intermittent and variable nature of 

renewable energy (RE) sources poses significant challenges in planning the daily 

operations of electricity grids. This variability complicates the balance between 

energy production and demand, necessitating a more flexible and predictable 

planning approach to maintain grid reliability and efficiency. The inherent 

characteristics of RE sources amplify the need for innovative solutions and 

advanced forecasting methods in energy management systems. The fluctuations 

of RE generation across different time scales compel grid operators to adjust 

system operations in real-time, over a few hours, or on a day-ahead basis. As RE 

output changes every minute, traditional generation systems must continuously 

adapt to meet load demands. This cyclical operation places strain on generators, 

reducing their efficiency and negatively impacting overall system performance. 

These challenges become even more pronounced when coupled with fluctuating 

load demands. Rapid variations in wind and solar energy production can disrupt 

hourly load-following schedules and disturb the second-to-second balance 

between supply and demand. Therefore, reducing the costs associated with 

managing the intermittent nature of RE sources has become a fundamental 

objective for grid operations. More flexible and adaptive energy systems are 
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critical to overcoming these challenges and maximizing the efficiency and 

potential of renewable energy sources (Alhammad, Khan, Alismail, & Khalid, 

2021).  

In conclusion, when a wind turbine is properly positioned, appropriately sized, 

and efficiently operated, it can replace conventional synchronous generators in 

the power grid. However, the unpredictable power fluctuations inherent to wind 

turbines must be considered, as they can impact energy flow and operational 

stability within the grid. Such fluctuations necessitate more dynamic and flexible 

approaches in energy management processes. Furthermore, these challenges 

extend beyond energy production, affecting various aspects of electrical power 

systems and transforming processes of identification, optimization, design, and 

implementation into a multidisciplinary field of engineering and energy science. 

Successfully integrating renewable energy sources requires inevitable 

interdisciplinary collaboration and innovation, highlighting the complexity and 

interconnected nature of modern energy systems. (Ichikawa et al., 2019; Qays et 

al., 2022; Reddy, Kumar, Mallick, Sharon, & Lokeswaran, 2014; W. Wang, 

Yuan, Sun, & Wennersten, 2022).  

 

4. Overview of Smart Grids 

The grid is a network of interconnected lines that facilitate the transmission 

and distribution of electricity. A smart grid, on the other hand, is defined as a 

modern electrical grid that leverages analog or digital information and 

communication technologies. In the context of renewable energy, a smart grid 

serves as a communication and management platform that integrates electricity 

generated from renewable energy sources into the grid. However, this integration 

introduces several challenges, including stability issues, complex operational 

processes, and the need for remote control mechanisms. The electrical power 

system is a cornerstone of modern societal infrastructure, reaching nearly all 

homes, workplaces, and institutions in both developed nations and emerging 

economies such as Malaysia, China, and India. The electricity generation and 

distribution network is unified yet complex, and no single organization has 

complete control over these large-scale systems or the capacity to assess, monitor, 

and manage them in real time. The power grid encompasses not only the 

transmission of energy from power plants to substations but also the distribution 

of energy from substations to individual consumers. Smart grid systems 

incorporate a wide array of technologies, ranging from monitoring and analysis 

to automation, load control, and renewable energy integration. These systems 

enable the integration and management of distributed energy resources such as 

microgrids, renewable energy sources, solid oxide fuel cells, and battery storage 
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systems. They also require advanced satellite technologies, communication 

infrastructures, computing systems, and global positioning systems (GPS) for 

deploying devices such as phasor measurement units (PMU), digital frequency 

recorders (DFR), and dynamic swing recorders (DSR). Wide-Area Management 

Systems (WAMS) for large regions, such as the New York area, enable more 

efficient and secure management of energy systems. However, ensuring the 

security and protection of these devices demands integrated analytical methods 

and the development of appropriate safety standards. Additionally, fostering new 

potential electricity markets for consumers and addressing economic factors are 

critical needs in smart grid systems. These technologies signify a comprehensive 

transformation across all grid operations, from transmission to sub-transmission 

and distribution, paving the way for more efficient, reliable, and sustainable 

energy systems (Massoud Amin, 2011). The structure and distribution of the 

smart grid are illustrated in Figure 3. The diagram highlights the placement and 

function of distributed generation units within an energy grid, including offshore 

wind farms, solar power plants, fossil fuel-based power plants, and combined heat 

and power (CHP) systems. These components serve as fundamental elements of 

modern energy infrastructure, playing a critical role in energy generation and 

management. The Smart Grid (SG) utilizes advanced metering infrastructure 

(AMI) or Supervisory Control and Data Acquisition (SCADA) systems to 

manage these generation units through remote monitoring and control 

mechanisms. The figure also demonstrates that the SG operates as both a 

transmission and distribution network, integrating components such as 

microgrids, smart homes, smart buildings, and electric vehicles through smart 

meters to optimize energy usage. The depicted data center acts as a hub, 

facilitating communication among grid components and coordinating energy 

flow, thereby enabling more efficient management of energy consumption and 

production. Smart grids not only enhance energy transmission and distribution 

but also facilitate the integration of renewable energy sources, thereby promoting 

environmental sustainability. These systems enable bidirectional communication 

between data and energy networks, offering greater flexibility and dynamism in 

managing the balance between energy supply and demand. In this context, smart 

grids emerge as a cornerstone of modern energy systems, driving innovation and 

efficiency in the evolving energy landscape. 
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Figure 3. Production and Distribution within the Smart Grid Structure (Colak, Kabalci, Fulli, 

& Lazarou, 2015) 

 

5. Integration of Renewable Energy On Smart Grids 

Electric power systems worldwide face multifaceted challenges, including 

aging infrastructure, increasing energy demand, broader integration of renewable 

energy sources, enhanced supply security, and the need to reduce carbon 

emissions. These issues necessitate making power grids more resilient, flexible, 

and sustainable. While many renewable energy studies have explored clean 

energy sources, integrating renewable energy into power systems remains a 

critical challenge in modernizing and transforming the grid into a smart grid. 

Some grids are already highly congested, making it difficult to transport power 

from wind farms to meet consumption demands. Renewable energy sources are 

inherently intermittent and variable by nature. Traditionally, electricity flowed in 

a single direction, from a power plant to the consumer. However, with additional 

sources from alternative energies, electricity must now enter the grid from 

multiple points. Integrating wind, solar, and other alternative sources into the 

distribution grid and directing them to their destinations require grid automation, 

bidirectional power flow, and advanced controls. Coordinated efforts are 

essential to adapt solar photovoltaic and wind energy technologies effectively. 

Furthermore, new devices in smart grid systems must be compatible with existing 

equipment to ensure seamless integration. Achieving this integration will enable 

the transition to a more robust and sustainable energy infrastructure capable of 

supporting modern energy demands while accommodating renewable energy 

sources efficiently. (Gaviano, Weber, & Dirmeier, 2012). Smart grid technologies 

176



not only provide innovative solutions to address these challenges but also 

contribute significantly to making energy systems more efficient, cost-effective, 

and environmentally friendly. Advanced features such as enhanced monitoring, 

data analytics, and automation optimize energy production, transmission, and 

distribution, enabling more effective management of the energy supply-demand 

balance. Consequently, smart grid technologies play a pivotal role in the 

transformation of modern energy systems. By integrating smart grid tools and 

technologies into the electrical infrastructure, bidirectional energy and data flows 

are facilitated. This capability allows for more flexible and dynamic management 

of both energy and communication processes. These new features enhance 

efficiency, strengthen reliability, improve interoperability between different 

components, and bolster overall system security. Such advancements are 

essential for making modern energy grids more sustainable and resilient. 

Feasibility and applicability studies conducted worldwide provide crucial 

insights to support the development of grid-connected renewable energy systems 

in specific regions. These studies serve as vital tools for assessing the energy 

potential of various locations and identifying the most suitable renewable energy 

solutions. For instance, an analysis using HOMER energy optimization software 

successfully demonstrated the feasibility of an 80 kW solar PV-grid-connected 

system in Jos, Nigeria. Such evaluations enable the optimization of renewable 

energy systems tailored to local conditions, paving the way for the development 

of sustainable energy solutions. (Adaramola, 2014).  

General renewable energy research forms the cornerstone of the Smart Grid 

concept. In this context, a study conducted in Senegal developed a rural 

electrification kit, serving as the foundation for the establishment of microgrids 

in remote villages without access to electricity. (Alzola et al., 2009). The study 

revealed that hybrid microgrids with high renewable energy content present a 

promising solution for rural electrification in developing countries. Trends in 

renewable energy growth in India, on the other hand, provide valuable insights 

into goal-setting and capacity-building processes in this field. These trends 

underscore an increasing need for proper sizing, accurate installation, efficient 

operation, and regular maintenance of renewable energy systems. Such research 

serves as a guide for the integration of renewable energy sources and the 

expansion of energy access. (Pillai & Banerjee, 2009).  

 

6. The Role of Smart Grids in Electric Vehicle Integration 

Electric vehicle (EV) technology has garnered increasing attention from 

governments and the public due to rising environmental concerns and the 

escalating costs of fossil fuels. Integrating EVs with smart grids powered by 
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renewable energy sources promotes cleaner energy usage while supporting 

environmental sustainability by reducing the carbon footprint. This integration 

not only facilitates the transformation of energy systems into more 

environmentally friendly frameworks but also strengthens the synergy between 

the transportation and energy sectors, paving the way for a more sustainable 

future (Kasaei, Gandomkar, & Nikoukar, 2017). However, the integration of the 

transportation sector with the electric grid brings various challenges to energy 

systems. For instance, the widespread adoption of EVs can significantly increase 

the load on the electric grid, particularly during charging processes. Nevertheless, 

the anticipated penetration of EVs holds the potential to enable V2G applications, 

facilitating bidirectional energy flow between the grid and vehicles. This 

technology can enhance the grid's load balancing and energy storage capacity, 

thereby supporting the flexibility and sustainability of energy systems. 

Implementing V2G technology, however, requires advanced infrastructure, 

appropriate technological advancements, and well-defined regulatory 

frameworks. The integration of EVs into smart grids significantly reduces the 

dependency on fossil fuels in the transportation sector while also contributing to 

the reduction of greenhouse gas (GHG) emissions. V2G technology is 

categorized into unidirectional and bidirectional modes based on the direction of 

energy flow. These modes offer distinct capabilities in optimizing grid operations 

and maximizing the utility of renewable energy sources (Yilmaz & Krein, 2012, 

2013). Unidirectional V2G regulates the charging rate of each EV by employing 

a communication system between the grid operator and the EV. This mechanism 

helps prevent issues such as grid overload, system imbalances, and voltage drops, 

ensuring a more stable and efficient operation of the electric grid. (Fasugba & 

Krein, 2011; E. Sortomme, 2012). This structure serves as a fundamental 

approach to controlling EV charging processes to optimize the load on the grid. 

From the perspective of the electrical grid, EV batteries can be considered not 

only as an electrical load but also as an energy storage unit. Building on this 

concept, bidirectional V2G enables energy exchange between EV batteries and 

the electrical grid. This technology allows EVs not only to charge but also to feed 

stored energy back into the grid when needed. Bidirectional V2G facilitates 

enhanced reliability and sustainability of the energy system for utility companies, 

helping them manage energy resources more flexibly in the process. (Gallardo-

Lozano, Milanés-Montero, Guerrero-Martínez, & Romero-Cadaval, 2012). This 

flexibility provides a significant advantage in meeting energy demand and 

integrating renewable energy sources. V2G technology represents a complex unit 

commitment problem, characterized by diverse and often conflicting objectives 

and constraints. As a result, implementing V2G necessitates the use of 
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optimization techniques. While various optimization methods have been 

proposed in the literature, Genetic Algorithm (GA) and Particle Swarm 

Optimization (PSO) emerge as the two prominent techniques for V2G 

applications. These optimization methods operate by considering specific 

constraints to achieve V2G's operational objectives, which include services such 

as peak load shaving, load balancing, voltage regulation, and profit maximization. 

GA and PSO provide effective tools to ensure the energy grid operates more 

efficiently and flexibly, addressing the complex structure of energy systems and 

the diverse requirements of V2G. These methods play a critical role in enhancing 

grid reliability while maximizing economic benefits for users. 

 

6.1. Unidirectional and Bidirectional V2G 

Unidirectional V2G is a technology that operates with a single-directional 

power flow between the EV and the grid, managing the charging rate of the EV 

battery (Romo & Micheloud, 2015; Yilmaz & Krein, 2013). Unidirectional V2G 

technology offers a streamlined approach to managing grid load by focusing 

solely on the controlled charging of EV batteries. Its implementation is cost-

efficient due to the simplicity of the required infrastructure, which typically 

involves integrating a basic control device to regulate charging rates. This 

accessibility makes it an attractive and practical option for energy providers and 

EV owners alike, particularly in the early stages of V2G adoption. Beyond its 

simplicity, unidirectional V2G provides crucial ancillary services to the grid, such 

as frequency regulation and spinning reserves, thereby enhancing grid reliability 

and operational flexibility. While its scope is more limited compared to 

bidirectional V2G, its ability to support grid stability with minimal investment 

positions it as a vital stepping stone toward more advanced energy integration 

strategies. This foundational role underscores its importance in fostering the 

gradual adoption of V2G technologies in diverse energy markets (Akhtar, Al-

Awami, & Khalid, 2013; Guille & Gross, 2009). This technology not only 

enhances the efficiency of energy systems but also helps prevent issues such as 

grid overloading by effectively managing the charging process. Additionally, 

unidirectional V2G holds significant potential for maximizing profits and 

minimizing carbon emissions through the application of optimization techniques. 

By aligning energy usage with grid demands, it supports a more sustainable and 

economically viable energy system while contributing to global efforts to reduce 

environmental impact (Ghofrani, Arabali, & Etezadi-Amoli, 2012; Eric 

Sortomme & El-Sharkawi, 2011). However, the services provided by this system 

are limited to offering auxiliary support to the grid. Advanced functionalities such 

as peak load shaving, reactive power support, voltage regulation, and frequency 
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stabilization can only be achieved through bidirectional V2G technology. While 

unidirectional V2G serves as a crucial starting point, transitioning to bidirectional 

systems is necessary to deliver more comprehensive and impactful services. This 

evolution would enable greater flexibility, improved grid stability, and enhanced 

integration of renewable energy sources, aligning with the long-term objectives 

of modern energy management systems. 

Bidirectional V2G is a technology that facilitates two-way power flow 

between EVs and the electrical grid, offering a multitude of benefits. This 

approach not only allows EVs to draw energy from the grid for charging but also 

enables them to supply stored energy back to the grid when needed. By leveraging 

this bidirectional capability, V2G technology contributes to improved grid 

stability, optimized energy utilization, and enhanced flexibility in managing 

energy demand and supply. (Ferreira, Miranda, Araujo, & Lopes, 2011). As 

illustrated in Figure 4, a typical bidirectional EV battery charger comprises an 

AC/DC converter and a DC/DC converter. The AC/DC converter operates by 

converting alternating current (AC) from the grid into direct current (DC) during 

charging mode, while in discharging mode, it converts DC from the battery back 

into AC to feed power back to the grid. The DC/DC converter, on the other hand, 

manages the bidirectional power flow by utilizing current control techniques. It 

functions as a buck converter during charging and as a boost converter during 

discharging. This configuration ensures efficient and controlled energy exchange 

between the EV battery and the electrical grid. 

 

 
Figure 4. V2G power diagram (Tan, Ramachandaramurthy, & Yong, 2016) 

 

Bidirectional V2G provides greater flexibility and functionality for power 

systems, offering benefits such as active power support, reactive power 

compensation, power factor regulation, and support for renewable energy 

integration. For instance, active power support enables essential grid services like 

peak load shaving and load balancing. (Ghosh, Thomas, & Wicker, 2013; Z. 

Wang & Wang, 2013). However, implementing bidirectional V2G faces several 

challenges, with battery degradation being a significant concern due to frequent 

charge and discharge cycles, which can shorten battery lifespan (Dogger, 
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Roossien, & Nieuwenhout, 2011). Additionally, the complexity of bidirectional 

chargers increases the need for additional hardware, leading to high investment 

costs. Furthermore, social barriers play a significant role in the implementation 

of bidirectional V2G. For instance, EV owners often prefer to keep their batteries 

at high charge levels for unexpected travel, which can limit participation in 

bidirectional V2G services (Fasugba & Krein, 2011). Despite these challenges, 

the flexibility and innovative features offered by bidirectional V2G hold 

significant potential for enhancing the sustainability of energy systems and 

optimizing grid operations. However, for this technology to achieve widespread 

adoption, technical, economic, and social barriers must be effectively addressed. 

 

6.2. Advantages and Disadvantages of V2G Technology 

V2G technology manages bidirectional power flow between EVs and the 

electricity grid, offering various benefits to energy systems. This technology 

presents a critical solution for maintaining the energy supply-demand balance, 

supporting the integration of renewable energy sources, and enhancing the 

flexibility of energy systems. V2G services include functionalities such as 

ancillary services, active power support, reactive power compensation, and 

renewable energy support. Unidirectional V2G controls charging rates to provide 

services like frequency regulation and spinning reserves, while bidirectional V2G 

utilizes energy stored in EV batteries for more advanced functions such as peak 

shaving and load balancing. Additionally, bidirectional V2G can regulate voltage 

through reactive power compensation and act as a backup energy storage unit to 

mitigate fluctuations in renewable energy generation. 

 

However, the implementation of V2G technology faces several challenges. 

The frequent charging and discharging cycles of EV batteries negatively impact 

battery life, posing a significant obstacle. High investment costs, particularly due 

to the complexity of bidirectional chargers and infrastructure upgrade 

requirements, present an economic barrier. Moreover, social barriers, such as 

range anxiety and unforeseen travel needs of EV owners, limit participation in 

V2G services. Despite these challenges, V2G technology holds great potential for 

enhancing the sustainability of energy systems and optimizing energy efficiency. 

To successfully implement this technology, overcoming technical, economic, and 

social hurdles is imperative. 

 

7. Recommendations and Future Research 

Today's energy systems are undergoing a profound transformation, shifting 

from fossil fuels to renewable energy sources. This transition necessitates future 
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power grids to accommodate the large-scale integration of renewable energy 

sources, bringing both challenges and opportunities. While Advanced Metering 

Infrastructure (AMI) plays a critical role in this transition, its effective 

implementation is hindered by strategic shortcomings such as information gaps, 

the management of data collected from smart meters, and the lack of standardized 

communication protocols. Improved energy transmission, enhanced distribution 

control, and real-time information flow are essential to benefit both energy 

consumers and utility providers. 

The integration of renewable energy sources into smart grids not only 

enhances the sustainability of energy supply but also improves the flexibility of 

energy systems. However, technical challenges such as unpredictable generation 

profiles, voltage fluctuations, harmonic distortions, and the impacts of energy 

storage systems on the grid need to be addressed. Energy Management Systems 

(EMS) require further research, particularly regarding the planning and control 

measures of battery systems. These systems will enhance the sustainability of 

energy transport and ensure better compatibility of EV operations with smart 

grids. 

Additionally, investigating the most efficient use of renewable energy sources 

and addressing uncertainties surrounding technologies like Virtual Power Plants 

(VPP) is crucial. Robust communication and management models are imperative 

for the effective operation of VPPs and EVs. Understanding the impact of 

communication disruptions on grid operations will also be an important research 

area to improve the reliability of energy systems. 

Furthermore, more studies should explore how advanced technologies such as 

Artificial Intelligence (AI) can be utilized in smart grids and buildings for data 

collection, analysis, and transmission. AI-powered energy management systems 

have the potential to optimize the integration of renewable energy sources, 

making energy use more efficient and environmentally friendly. Thus, AI and 

smart grids will emerge as fundamental components of a sustainable and reliable 

energy infrastructure. These innovative approaches are vital for maintaining the 

balance of energy supply and demand and for reducing carbon emissions. 

 

8. Conclusion 

The integration of renewable energy sources into energy systems lies at the 

heart of efforts to enhance the sustainability of energy transitions, reshaping 

global energy systems through innovative approaches. Smart grid technologies 

play a pivotal role in this transformation by delivering greater efficiency, 

flexibility, and reliability across energy generation, transmission, and 

consumption processes. The integration of EVs into smart grids not only 
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contributes to reducing carbon emissions but also provides innovative solutions 

for demand-side management and the optimized utilization of renewable energy 

sources. 

This study comprehensively addresses the technical, economic, and social 

challenges encountered in adapting renewable energy sources and discusses the 

technological advancements and management strategies required to overcome 

these barriers. Notably, the advancement of energy storage technologies is critical 

for enhancing grid flexibility. VPPs and V2G technologies emerge as effective 

tools to optimize the integration of renewable energy sources and render energy 

systems more dynamic. However, significant obstacles must be addressed to 

enhance the feasibility of these technologies. For instance, the inherent variability 

of renewable energy sources necessitates more sophisticated planning and 

forecasting systems to maintain the balance between energy supply and demand. 

Additionally, for widespread adoption of V2G technologies, critical challenges 

such as battery degradation, high investment costs, and social acceptance must be 

overcome. Developing advanced energy management systems and integrating 

artificial intelligence-based analytical methods into energy infrastructure hold 

substantial promise in addressing these challenges. 

In conclusion, the integration of renewable energy sources, smart grid 

technologies, and electric vehicles presents a transformative paradigm that 

supports the goals of environmental sustainability, economic efficiency, and 

operational reliability in energy systems. Future research should focus on 

enhancing the interoperability of these technologies and optimizing the 

integration across diverse energy systems. Aligning energy policies with this 

transformation and developing innovative financing models will be crucial in 

accelerating this transition. Such advancements represent significant strides 

toward a sustainable energy future. 
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Abstract 

This study aimed to determine, using the Computer-Aided Tap Tester 

(CATT), the effects of electrical and magnetic fields, material thickness, and 

material type on the detection of damage in aluminum honeycomb panels of 

different thicknesses, wood (Poplar and Pine), and iron materials. For this 

purpose, the CATT system was utilized to measure the contact durations between 

the surfaces of intact materials and the tapper, determine the stiffness values of 

the material surfaces, and generate contour images. After introducing various 

types of damage to the materials, the CATT system was used again to measure 

the contact durations and stiffness values of the damaged material surfaces, and 

new contour images were generated. By comparing the contour images of intact 

and damaged materials, the effects of thickness, electrical field, magnetic field, 

and material type on damage detection were evaluated. The analysis of the 

contour images revealed that damage in thick aluminum honeycomb panels was 

more easily detected compared to those in thin aluminum honeycomb panels. 

Additionally, based on the contour images obtained from the materials, it was 

found that, when performed in the presence of electrical and magnetic fields, 

CATT made a significant contribution to detecting damages, particularly in 

honeycomb panel structures with conductive inner cores.   

 

Keywords: Computer-aided tap testing, Damage, Electric field, Magnetic 

field, Honeycomb panels. 
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INTRODUCTION 

Non-destructive testing (NDT) techniques enable damage detection without 

compromising material integrity while also reducing maintenance and repair 

costs. Tap testing is a traditional NDT method that involves striking a material's 

surface with a small hammer or a coin. The physical principles of the coin-tapping 

technique are well-documented(Bowkett & Thanapalan, 2017). In tap-testing, it 

has been reported that the contact duration between the tapper and the material 

surface is longer in damaged regions than in undamaged ones in a composite 

material containing defects such as damaged cores or delamination(Gryzagoridis 

& Findeis, 2013). The prolonged contact time in the damaged area is because the 

damaged region provides less support than the intact portion of the material. 

Manual tap testing is a method based on the auditory perception of the human 

ear. Consequently, the sensitivity and reliability of this technique depend on the 

tester's ability to hear accurately. To eliminate the dependence on human auditory 

perception, numerous studies have been conducted, leveraging advancements in 

electronic technology (Barnard, 2015; Cawley, 1991; Cawley & Adams, 1989; 

Gryzagoridis & Findeis, 2015; Hsu, Barnard, Peters, & Dayal, 1999, 2000). For 

example, in a study conducted by Hsu et al. (2000) at Iowa State University, the 

Computer-Aided Tap Tester (CATT) system was developed to eliminate reliance 

on human auditory perception. Additionally, devices such as "The Woodpecker," 

developed by Mitsui Heavy Industries, and "The Rapid Damage Detection 

Device (RD3)," created by Boeing Company, are computer-aided applications 

designed to remove the human auditory factor from impact testing. The research 

by Hsu et al. (2000) provides a detailed explanation of the CATT system and its 

principles of operation. Later, the scientists, who introduced the CATT system, 

further enhanced it in their subsequent work by making it semi-automatic. They 

incorporated a motorized impact probe and new software featuring position 

encoding into the system(Barnard, Foreman, & Hsu, 2009). This new version was 

user-friendly, was relatively low-cost, offered a fourfold increase in scanning 

speed, and provided higher image quality.  

Barnard (2015) conducted drop tests at varying heights on a honeycomb panel 

with a hexagonal core, generating damages at different energy levels, which were 

successfully detected using the CATT system. Similar studies on tap testing have 

been carried out by various researchers (Barnard, 2015; Cawley, 1991; 

Gryzagoridis & Findeis, 2015; Hsu, 2009). However, none of these studies were 

conducted in the presence of electrical and magnetic fields. Therefore, no 

research has explored the effects of performing tap testing in the presence of 

electric and magnetic fields on damage detection. Yet, since all materials consist 

of stable physical particles like electrons, protons, and neutrons, they inherently 
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exhibit magnetic and electrical properties to varying degrees. Therefore, when 

materials are exposed to electric and magnetic fields, changes in their internal 

structures are expected. This is because the effects of electric fields (Campbell, 

Fahmy, & Conrad, 1999; Kumar & Singh, 1997; Liu, Chen, Wang, & Wang, 

2001) and magnetic fields (Alshits et al., 2017; Golovin, 2004; Roman, 2004) on 

the mechanical properties of materials have been extensively studied over time. 

For instance, Liu et al. (2001) investigated the impact of an electric field on the 

tensile properties and microstructure of an aluminum-lithium (Al-Li) alloy 

containing cerium (Ce). Their findings revealed that the ductility of the Al-Li 

alloy with Ce improved when exposed to an electric field. Similarly, a study by 

Skvortsov, Pshonkin, Nikolaev, and Kulakov (2023) examined the effects of a 

constant magnetic field on the creep behavior of an aluminum alloy containing 

ferromagnetic inclusions. The research indicated that exposing the aluminum 

alloy to a 0.7 T magnetic field for at least 30 minutes increased its creep rate by 

up to 20% (Skvortsov et al., 2023). These studies demonstrate that the mechanical 

properties of magnetorheological and electrorheological materials change in the 

presence of external magnetic (Carlson & Jolly, 2000) and electric fields 

(Jagadish & Ravikumar, 2013). Furthermore, it has been shown that various 

magnetic parameters, such as Curie temperature (Chiba, Yamanouchi, 

Matsukura, & Ohno, 2003), magnetic anisotropy (Chiba et al., 2008; Endo, 

Kanai, Ikeda, Matsukura, & Ohno, 2010), and coercive force (Weisheit et al., 

2007), can also be altered by applying an external electric field. 

This study was conducted to investigate the effects of parameters such as 

electrical and magnetic fields, as well as material thickness, on the detection of 

damage in various materials, including aluminum honeycomb panels, wood 

(Poplar and Pine), and metal (iron), using the CATT method. For this purpose, 

2D contour images were generated using the contact durations between the 

surfaces of both intact and damaged materials, the tapper, as well as the local 

stiffness values of the materials. The data obtained were evaluated by comparing 

these contour images. 

 

MATERIALS AND METHODS 

The computer-aided tap tests were conducted using a CATTV5_3-ASI (USA) 

brand CATT system. As shown in Figure 1, the CATT system consists of a power 

module, a hand tapping instrument equipped with a steel accelerometer, a laptop 

computer (Acer One 10 model), software (ASI CATTV5_3 program), connecting 

cables, and grids of various sizes. For this study, 15cm x 15cm x 1cm and 15cm 

x 15cm x 3cm aluminum honeycomb panels sourced from Hexagon, Turkiye, 

iron materials obtained from Konya Metal Industry, Poplar, and Pine wood 
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materials from Konya Carpenter Industry, and acetate sheets with a 0.5 cm grid 

were used. Additionally, experiments utilized strip and neodymium magnets, two 

1.5 V batteries with a battery holder, aluminum foil, tape, a millimeter-scaled 

ruler, and conductive wires.  

The experimental setups used in this study are presented in Figure 1, while the 

materials and their dimensions are shown in Figure 2. 

 
Figure 1. Experimental setups used in the research: (a) Tap test setup in electric field, (b) Tap test 

setup in magnetic field. 

 

Material Inspection with Computer-Aided Tap Tester (CATT) System  

In the simple harmonic motion model of a grounded spring, the contact time 

(τ) is related to the local stiffness (k, the spring constant) as follows (Hsu et al., 

2000): 

𝒌 = (
𝝅

𝝉
)
𝟐
.𝒎𝑻                                                                                                                                (1) 

 

Research has shown that when there is no damage to the material surface, the 

contact time between the tapper tip and the surface is short; however, if there is 

damage to the surface, this contact time significantly increases (Hsu et al., 2000).  

 
Figure 2. Materials used in the study and the locations of the created defects: (a) Thin aluminum, 

(b) Thick aluminum, (c) Poplar wood, (d) Pine wood, (e) Iron Material. 
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The k value in Newtons per meter at different points of the material, 

determined from this contact time (𝜏), can then be plotted as an image of the 

stiffness of the material. By utilizing the obtained contact time or stiffness values, 

2D contour images of the examined material surface can be obtained, as well as 

3D images. 

The damage to the materials used in the study was inflicted with an electric 

drill and a hammer. These materials and the different types of defects created in 

various regions of these materials are shown in Figure 2. 

The 2D contour images of each material used in the study were obtained using 

CATT under three conditions: in the absence of any field, in the electric field, 

and in the magnetic field, before any damage was created. The same process was 

repeated after the defects given in Figure 2 above were created in the materials, 

and the contour images of all the damaged materials were obtained with respect 

to both contact time and stiffness. 

Performing the Tap Test with CATT 

Before performing the tap test on a material surface with CATT, the setup 

shown in Figure 1 was established without any electric or magnetic field. Then, 

the ASI CATTV5_3 software program, installed on an Acer One 10 model 

computer, was opened, and a scanning window with 0.5 cm grid spacing was 

created, according to the dimensions of each material being examined. After 

verifying that the system was working, the tap test was carried out on the material 

surface in the selected area size, in the CATT program. During each tap, the 

contact time between the point struck in the scanning window and the 

accelerometer was measured in microseconds (µs) and displayed on the screen in 

different colors. After the scanning was completed, impacts were repeated at the 

desired points to conclude the impact test. The obtained data were then saved to 

the computer with the desired naming convention. Using both the obtained 

contact times and the local stiffness values derived from them, 2D and 3D images 

of the examined materials were plotted. 

 

EXPERIMENTAL FINDINGS 

The data collected for investigating the effects of material thickness, electric 

field, magnetic field, and material type on the determination of various types of 

defects in different materials using the CATT system have been evaluated. 

The Effect of Material Thickness on Defect Detection with CATT 

To investigate the effect of material thickness on defect detection, two 

aluminum honeycomb panels with different thicknesses were used in this study. 
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The inner core, top, and bottom surface plates of these panels are made of 

aluminum, but the panels have thicknesses either 1 cm or 3 cm. The defect-free 

and defective images of the two aluminum honeycomb panels were compared 

and evaluated. The inner core and the top and bottom surface plates of these two 

panels are made of aluminum. The obtained 2D contour graphs of the thin 

aluminum in its defect-free and defective states are shown in Figures 3a and 3b, 

while the 2D contour graphs of the thick aluminum panel in its defect-free and 

defective states are shown in Figures 3c and 3d. 

 
Figure 3. Images obtained based on contact times in aluminum honeycomb panels of different 

thicknesses: a) Thin - Intact, b) Thin - Damaged, c) Thick - Intact, d) Thick - Damaged. 

In the thin intact aluminum, apart from the green and red regions obtained 

from the edge effects, dark blue (303-333 µs), light blue (333-363 µs), and 

turquoise (363-393 µs) regions were observed, and the contact times obtained for 

these regions provide information about the material's top plate, adhesive layer 

beneath the plate, and the inner core. After the damage was created, as seen in 

Figure 3b obtained again with CATT, it can be observed that damaged regions 2, 

3, and 4, as indicated in Figure 2a, were detectable but not very clearly, while 

damage 1 could not be clearly detected. In the thin damaged aluminum, new 

shapes arising from the defects appeared, apart from the green and red regions 

from the edge effects, in the dark blue, light blue, and turquoise regions, which 

were also visible in the intact sample. Furthermore, after damage occurred in the 
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thin aluminum, the contact times in the previously observed dark blue, light blue, 

and turquoise regions were also found to have increased. For example, the contact 

time in dark blue regions increased from 333 µs to 343 µs, in light blue regions 

from 364 µs to 384 µs, and in turquoise regions from 393 µs to 425 µs. 

In thick intact aluminum, apart from the green and red regions obtained from 

edge effects, dark blue (243-275 µs), light blue (275-307 µs), and turquoise (307-

339 µs) regions were observed. The contact times for these regions provide 

information about the material’s top plate, the adhesive layer beneath the plate, 

and the inner core. After the damage was created, as seen in Figure 3d, it can be 

observed, obtained again with CATT, that damage 1, 2, and 3, as indicated in 

Figure 2b, were detectable, while damage 4 could not be clearly detected. In the 

thick damaged aluminum, new turquoise (370-458 µs), green (634-810 µs), 

yellow (810-898 µs), orange (898-986 µs), and red (986-1074 µs) regions 

emerged due to defects, including turquoise (370-458 µs), green (634-810 µs), 

yellow (810-898 µs), orange (898-986 µs), and red (986-1074 µs). These 

appeared alongside existing green and red regions resulting from edge effects. 

After damage was created in the thick aluminum, the contact times in the 

previously observed dark blue, light blue, and turquoise regions increased, like 

thin aluminum. For example, the contact time in dark blue regions increased from 

275 µs to 282 µs, in light blue regions from 307 µs to 370 µs, and in turquoise 

regions from 339 µs to 458 µs. 

Effect of Electric and Magnetic Fields on Contact Time 

Studies related to CATT testing and general tap testing have never been 

carried out in an electric or magnetic field. However, most materials are affected 

by the electric charges present in their structures when subjected to both electric 

and magnetic fields. Conductive and ferromagnetic materials are expected to 

undergo changes in their structures when exposed to electric and magnetic fields. 

This is because the electric charges and electric dipoles in their structures can 

align parallel or opposite to the electric field. Similarly in ferromagnetic 

materials, the magnetic dipoles align in a way that supports the external magnetic 

field. Regardless of the material type, when subjected to electric and magnetic 

fields, some changes, to varying degrees, are expected. Can the expected changes 

in the internal structures of materials in the presence of electric or magnetic fields 

be used to detect defects present on the surfaces and in the internal structures of 

the materials? To answer this question, the 2D contour images of the intact Poplar 

and Pine wood, shown in Figures 2c-d, were first obtained with contact times 

determined separately for each point on the material surface, in the absence of 

any field (Figure 4a), in an electric field (Figure 4b), and in a magnetic field 
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(Figure 4c). Similarly, after creating the defects indicated in Figures 2c-d for the 

Poplar and Pine wood materials, the 2D contour images were obtained with 

contact times determined separately for each point on the material surface without 

a field (Figure 4d), in an electric field (Figure 4e), and in a magnetic field (Figure 

4f). For both Poplar and Pine wood materials, the contact times taken in the 

absence of any field, as well as in the presence of an electric and magnetic field, 

differed, as seen in Figure 4.  

 
Figure 4. Images of the contact time values obtained for damaged Poplar and Pine wood 

materials: a) No field, b) In the presence of an electric field, c) In the presence of a magnetic field. 

Upon examining the data in Figure 4, the data show that the contact time 

obtained for the damaged Poplar and Pine wood materials were different in the 

absence of any field, in an electric field, and in a magnetic field. These data 
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indicate that both the electric and magnetic fields influence the obtained images. 

Therefore, this method was applied to all defects created in the materials. 

Effect of Electric and Magnetic Fields on Defect Detection with CATT 

Contour images obtained using contact time and stiffness values for the intact 

and damaged states of the thick aluminum material. The inner core and top and 

bottom surface plates of this material are made of aluminum, as shown in Figure 

2b, are provided in Figures 5 and 6, respectively. The 3D images drawn using the 

contact times obtained in the electric and magnetic fields for the thick aluminum 

material shown in Figure 2b are presented in Figure 7. Additionally, contour 

images of the contact times and stiffness values obtained with CATT, both 

without and with electric and magnetic fields, for the iron material shown in 

Figure 2e, are provided in Figure 8. 

The tap test performed in the electric field on the intact thick aluminum 

revealed the material surface and structure with dark blue (254-294 µs), light blue 

(294-334 µs), and turquoise (334-374 µs) regions. Similarly, because of the tap 

test performed in the magnetic field on the intact thick aluminum, dark blue (252-

297 µs), light blue (297-342 µs), and turquoise (342-387 µs) regions successfully 

revealed the material surface and structure. It can be observed that the contact 

times obtained from tap tests conducted in both electric (E) and magnetic (B) 

fields were higher (Figure 5a, c) when compared to the contact times from the 

impact test conducted on the thick aluminum honeycomb panel without any field 

(Figure 3c). 

As a result of the tap test performed in the electric field on the damaged thick 

aluminum, the dark blue (266-336 µs), light blue (336-406 µs), and turquoise 

(406-476 µs) regions; along with the green and red (476-966 µs) regions 

appearing as an indicator of the damage, revealed the material structure and the 

four damaged areas shown in Figure 2b. Similarly, the tap test performed in the 

magnetic field on the damaged thick aluminum clearly revealed the material 

structure and the four damaged areas shown in Figure 2b. The dark blue (261-

309 µs), light blue (309-357 µs), turquoise (357-405 µs), and the green and red 

(405-741 µs) regions as indicators of the damage.  

As a result of the tap test performed on thick aluminum using the CATT 

system, the contact times obtained were used to calculate the stiffness values 

using Equation 1 for the locations where the impact was performed on the 

material surface. The 2D contour graphs, which are drawn using these stiffness 

values determined for both intact and damaged thick aluminum in both electric 

and magnetic fields, are provided in Figures 6a-d. 
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Figure 5. Images obtained based on the measured contact time (τ) values for the thick aluminum 

panel: a) In the electric field - Intact, b) In the electric field - Damaged, c) In the magnetic field - 

Intact, d) In the magnetic field - Damaged. 

In the tap test conducted in the electric field on the intact thick aluminum 

honeycomb panel, the image obtained using stiffness values shows that the 

dominant colors are dark green (1.283-1.473 MN/m), light green (1.473-1.663 

MN/m), and yellow (1.663-1.853 MN/m), while some regions also display orange 

(1.853-2.043 MN/m) and red (2.043-2.233 MN/m) colors (Figure 6a). The image 

obtained using stiffness values shows that, in the tap test conducted in the 

magnetic field on the intact thick aluminum honeycomb panel,, the dominant 

colors are dark green (1.282-1.479 MN/m), light green (1.479-1.677 MN/m), and 

yellow (1.677-1.874 MN/m), while some regions also display orange (1.874-

2.072 MN/m) and red (2.072-2.269 MN/m) colors (Figure 6c). 

In the tap test conducted in the electric field on the damaged thick aluminum, 

the regions where dark green (1.095-1.283 MN/m), light green (1.283-1.472 

MN/m), yellow (1.472-1.660 MN/m), orange (1.660-1.843 MN/m), and red 

(1.843-2.037 MN/m) colors appear, indicate the material structure.  The newly 

emerged dark blue (0.154-0.342 MN/m), light blue (0.342-0.530 MN/m), and 

turquoise (0.530-0.719 MN/m) regions, along with evidence of the damage 

created, are shown in Figure 2b and referenced in Figure 6b. In the tap test 

conducted in the magnetic field on the damaged thick aluminum, the regions 

where dark green (1.188-1.374 MN/m), light green (1.374-1.559 MN/m), yellow 
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(1.559-1.744 MN/m), orange (1.744-1.930 MN/m), and red (1.930-2.115 MN/m) 

colors appear, along with the newly emerged dark blue (0.261-0.446 MN/m), 

light blue (0.446-0.632 MN/m), and turquoise (0.632-0.817 MN/m) regions, are 

indicators of the material structure and the damage created. These are given in 

Figure 2b (Figure 6d). 

 
Figure 6. Images obtained according to stiffness (k) values for thick aluminum honeycomb panel: 

a) In electric field - Intact, b) In electric field - Damaged, c) In magnetic field - Intact, d) In 

magnetic field - Damaged. 

One of the significant findings for both intact and damaged thick aluminum 

honeycomb panels in the electric (E) and magnetic (B) fields is that the stiffness 

values obtained for the damaged aluminum honeycomb were lower than those of 

the intact panels. This result indicates that the formation of damage in aluminum 

honeycomb materials generally reduces the strength of such materials. In addition 

to detecting all defects in the thick aluminum honeycomb panel in the E and B 

fields, a significant finding is that the damage in the material reduced stiffness 

values and, consequently, affected the strength of the undamaged regions of the 

199



panel. This finding is of great importance for aerospace and aviation applications 

and makes a significant contribution to the relevant literature. 

The 3D images, as shown in Figure 2b, drawn using the contact times obtained 

in the electric and magnetic fields for the thick aluminum material are also 

presented in Figure 7. 

 
Figure 7. Three-dimensional (3D) images obtained based on the measured contact times for thick 

aluminum honeycomb: a) In electric field - Intact, b) In electric field - Damaged, c) In magnetic 

field - Intact, d) In magnetic field - Damaged. 

In the 3D images shown in Figure 7, the height and width of the sharp peaks 

indicate the region and magnitude of the damage. When examining the 3D images 

drawn using the contact times obtained from the tap test conducted in the electric 

field on both intact and damaged thick aluminum honeycomb panels (Figure 7a 

and Figure 7b), it is observed that damages in regions 1, 2, and 3, as seen in Figure 

2b, are detected. However, the damage in region 4 cannot be detected. In contrast, 

when examining, using the contact times obtained from the tap test conducted in 

the magnetic field, the 3D images drawn for both the intact and damaged thick 

aluminum honeycomb panels (Figure 7c and Figure 7d), it is observed that all the 

damaged regions shown in Figure 2b are detectable. 

200



The contour images provided in Figure 8 were obtained from the tap test 

conducted on the iron material, using the contact time of the tapper with the iron 

material surface and the local stiffness values. 

 
Figure 8. Images of contact time and stiffness values obtained for the damaged iron material: a) 

No field - Contact time, b) No field - Stiffness, c) In electric field - Contact time, d) In electric 

field - Stiffness, e) In magnetic field - Contact time, f) In magnetic field - Stiffness. 

As seen in Figure 8a, the contact times the tap test conducted without any field 

show that most of the iron material surface appears dark blue (181-298 µs), with 

some areas appearing light blue (298-415 µs). As shown in Figure 8c, in the 

presence of an electric field, the contact times obtained from the tap test reveal 

that several spots on the iron material surface show light blue (121-232 µs) while 

most of the surface is turquoise (232-343 µs). Additionally, the light green spot 

(343-454 µs) seen in the middle of the iron material in Figure 8c corresponds to 

error number 2 in Figure 2e. On the other hand, as seen in Figure 8e, in the 

presence of a magnetic field, the contact times obtained from the impact test 

indicate that most of the iron material surface is light blue (274-380 µs), with 

some areas appearing dark blue (168-274 µs). However, it can be observed that 
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none of the errors shown in Figure 2e are detected in the data from the tap test 

conducted in the magnetic field, as presented in Figure 8e. 

An interesting result regarding the contact times is that in the absence of any 

field, the contact times for the material surface are generally in the range of 181-

415 µs, with light blue to dark blue colors. However, in the electric field, the 

contact times are in the range of 232-343 µs, showing turquoise; in the magnetic 

field, the contact times range from 274-380 µs, appearing light blue. This result 

clearly indicates that the upper limits of the contact times from the tap tests 

conducted in the electric and magnetic fields are lower than those from the tests 

conducted without any field. 

As seen in Figure 8b, the local stiffness values for the iron material surface, 

obtained from the tap test, conducted without any field, are in the range of 1.375-

1.807 MN/m (light green). Most of the values fall in the range of 1.807-2.239 

MN/m (dark green). Additionally, the region representing the damage in area 1, 

as seen in Figure 2e, is depicted by a turquoise-colored area with a stiffness value 

of 0.943-1.375 MN/m. 

As shown in Figure 8d, in the presence of an electric field, the local stiffness 

values for the iron material surface, obtained from the tap test, show that a small 

portion falls in the range of 2.001-2.630 MN/m (light green), while most of the 

surface has stiffness values in the range of 1.372-2.001 MN/m (turquoise). 

Moreover, the region representing the damage in area 2, as seen in Figure2e, is 

depicted by a light-colored area with a hardness value of 0.743-1.372 MN/m. 

In Figure 8f, showing the impact test results in the presence of a magnetic 

field, the local hardness values for the iron material surface are distributed as 

follows: a small portion in the range of 3.603-4.104 MN/m (yellow regions), a 

small portion in the range of 2.100-2.601 MN/m (dark green regions), some areas 

in the range of 1.098-1.599 MN/m (turquoise regions), and the majority in the 

range of 1.599-2.100 MN/m (light green regions). However, it is observed in 

Figure 8f that, based on the data from the impact test conducted in the magnetic 

field, none of the errors shown in Figure 2e are detected. 

A striking result is that the local stiffness values for the material surface are 

generally in the range of 1.375-2.239 MN/m in the absence of any field. In the 

electric field, they are generally in the range of 2.100-2.630 MN/m, and in the 

magnetic field, they are generally in the range of 1.599-2.601 MN/m. This result 

clearly indicates that the local stiffness values obtained from the tap tests 

conducted in the electric and magnetic fields are higher than those obtained from 

the tests conducted without any field. 
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DISCUSSION 

With the development of technology, the increasing product diversity in the 

manufacturing sector introduces the concept of providing unconditional 

assurance of quality, technical safety, durability, and suitability for the intended 

use of the product. Since the goal is to ensure continuous and high-quality 

production, the importance of non-destructive testing (NDT) methods in quality 

control applications is also increasing. In this study, damage created in various 

materials was detected using computer-aided impact test (CATT) system, which 

measures contact times and local stiffness values of material surfaces, to obtain 

2D contour images and 3D graphics, both with and without electric and magnetic 

fields. Thus, the effect of material thickness, material type, electric field and 

magnetic field on the detection of various damages in materials was investigated. 

When comparing the contact times obtained from thin and thick aluminum 

honeycomb panels, the contact times for the thin sample are higher. However, 

when comparing the contact times from the damaged states of both thin and thick 

aluminum samples, the contact times obtained from the thick panel are higher 

than those obtained from the thin panel (Figure 3). This is because the thicker 

core reduces its impact resistance. In a rectangular prism-shaped panel, the 

material's strength generally decreases as the height (thickness) increases. Since 

the thicker aluminum panel has lower impact resistance, it has sustained more 

damage compared to the thinner panel. The clearer detection of damage in the 

thick panel is due to the larger extent of damage, which is caused by the thick 

panel's lower strength. In a material subjected to tap testing, regions with more 

damage exhibit longer contact times between the material surface and the tapper. 

Due to the longer contact times observed in the thick aluminum sandwich panel, 

damage has been detected more precisely. 

The contact times obtained for both Poplar and Pine wood materials, with and 

without the presence of electric and magnetic fields as shown in Figure 4, were 

found to be different. Therefore, this result indicates that both the electric and 

magnetic fields influence the measured contact times. This finding supports the 

idea that Computer-Aided Tap Test (CATT), conducted in the presence of electric 

and magnetic fields, could be used for assessing damage in materials, especially 

in thick aluminum honeycomb panels and similar materials that are believed to 

be more affected by electric and magnetic fields. 

When comparing the contact times obtained for a damaged thick aluminum 

honeycomb panel in Figure 5, it is observed that the contact times measured in 

the presence of electric and magnetic fields are higher than those obtained without 

any field. However, in the field-free environment, three out of the four damaged 

regions in the thick aluminum material were detectable. As seen in Figures 5b 
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and 5d, contact times obtained through tap testing in both electric and magnetic 

fields enabled clear detection of all four damaged regions. Similarly, the images 

obtained from the material's stiffness values, which are consistent with the contact 

results in electric and magnetic fields allowed for the detection of all four 

damaged regions (Figures 6b and 6d). 

The difference observed in the images obtained in the presence of electric and 

magnetic fields was an expected result. This is because the thick aluminum 

sandwich honeycomb panel consists of a hexagonal honeycomb core and an outer 

aluminum surface layer. Aluminum's exhibition of both conductive and 

paramagnetic properties is the fundamental reason behind this difference. In a 

paramagnetic material, magnetic dipoles are randomly oriented; however, when 

a magnetic field is applied, these dipoles align parallel to the external magnetic 

field (Serway & Beichner, 2000). Therefore, for paramagnetic materials, the 

direction of magnetization is the same as the direction of the external magnetic 

field. As a result, paramagnetic materials are attracted by magnets (Päuser, 

Keller, Zschunke, & Mügge, 1993). Materials like aluminum, which possess 

electrical dipoles, can have their electrical dipoles realigned in the presence of an 

electric field and their magnetic dipoles realigned in a magnetic field. 

Consequently, in both intact and damaged aluminum materials, even small 

damage can be clearly detected when the tap test is conducted in the presence of 

electric and magnetic fields. When comparing the 3D images drawn using the 

contact times obtained from impact testing in both electric and magnetic fields 

for the intact and damaged states of the thick aluminum honeycomb panel in 

Figure 7, all the damages seen in Figure 2b, were detectable in the presence of a 

magnetic field, whereas in the electric field, damages in regions 1, 2, and 3 were 

detectable, but the damage in region 4 could not be detected. This result suggests 

that performing computer-aided tap testing in the presence of a magnetic field is 

more suitable for analyzing damage in structures like thick aluminum honeycomb 

panels. 

An interesting result regarding the contact times is that in the absence of any 

field, they are generally in the range of 181-415 µs, predominantly showing 

shades of light blue to dark blue. However, in the presence of an electric field, 

the contact times generally fall in the range of 232-343 µs, indicated by turquoise, 

and in the presence of a magnetic field, 274-380 µs, indicated by light blue. This 

result clearly shows that the upper limits of the contact times obtained from the 

impact tests performed in the electric and magnetic fields are lower than those 

obtained in the absence of any field (Figure 8). Similarly, an interesting result is 

that in the absence of any field, the local stiffness values for the material surface 

generally fall in the range of 1.375-2.239 MN/m, fall in the range of 2.100-2.630 
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MN/m in the electric field and 1.599-2.601 MN/m in the magnetic field. This 

result clearly indicates that the local stiffness values obtained from the tap tests 

performed in the electric and magnetic fields are higher than those obtained in 

the absence of any field. 

As seen in Figure 8, damaged regions created on the iron surface were not 

completely detectable. However, the contact times and stiffness values obtained, 

like other materials, from the tap tests conducted in the presence of electric and 

magnetic fields were different from those obtained without any field. This is 

again an expected result, as iron is a conductive ferromagnetic material. 

Ferromagnetic materials, due to their permanent magnetization, can easily align 

their magnetic dipoles in the direction of an applied magnetic field. This factor 

can significantly alter the impact test values of a surface under examination. 

Based on the contact times, stiffness values, and contour images obtained for the 

iron material in Figure 8, it can be observed that of the three damaged regions on 

the iron material surface, only the damage at location 2 was detectable, albeit 

weakly, in the electric field. The reason for detecting the damage at location 2 

only in the electric field, albeit weakly, is that iron is a conductive ferromagnetic 

material. However, since the stiffness values of the iron material surface and the 

steel striker tip are similar, the contact times for defects both on the surface and 

deeper inside the material do not differ significantly. Therefore, the damaged 

regions could not be clearly identified. On the other hand, the images obtained 

from the stiffness values for the iron material show the damage created on the 

surface better than the images obtained from contact times. 

The iron material used in this study is only 2 mm thick. When materials like 

iron are thicker, larger defects occurring deeper than the surface might be more 

easily detected by CATT. In this study, the thin aluminum honeycomb panel, 

thick aluminum honeycomb panel, Poplar wood, and Pine wood, due to their 

structure, and Poplar wood and Pine wood materials, because their stiffness 

values are lower than the steel striker tip, allowed for more distinct detection of 

structural and damaged features. In contrast, where the stiffness values of the iron 

material are closer to those of the striker tip, the damaged regions could not be 

clearly detected. This result indicates that a sufficient stiffness difference is 

necessary between the striker tip used in the CATT device and the material being 

examined. In other words, using a steel striker tip in the CATT system will yield 

good results for materials such as honeycomb panels, which are softer than steel. 

Therefore, to use the CATT system for damage analysis of harder metals like 

iron, the striker tip in the impact testing device should be made from one of the 

hardest materials, such as diamond. 
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Conclusions and Recommendations 

In the study, the effects of material thickness, electric field, magnetic field, 

and material type on the detection of defects in materials such as intact and 

damaged aluminum honeycomb panels, Poplar wood, Pine wood, and iron were 

investigated using the Computer-aided Tap Test (CATT) system. The contact 

times between the material surfaces and the impact probe, along with the stiffness 

values determined from these contact times, were analyzed. The following 

conclusions were given based on the findings: 

1. The tap tests showed that the material thickness and type affect the 

contact times and stiffness values.  

2. It was figured out that thicker aluminum panels experienced greater 

damage, and this damage was detected more precisely compared to 

thinner panels. 

3. It was found that electric and magnetic fields had a significant effect in 

detecting damage on material surfaces.  

4. The damage in thick aluminum honeycomb panels was detected more 

clearly in the presence of a magnetic field. 

5. Damaged regions on iron material were not detected in the presence of 

electric and magnetic fields. 

The following suggestions were given based on obtained findings: 

1. The effectiveness of the CATT system on materials with different 

structures and compositions should be investigated in the future. 

2. The effects of electric and magnetic fields on CATT results can be 

investigated using different composites and harder materials.  

3. Harder tapper should be used in CATT for damage detection in iron like 

materials. 

4. The effects of electric and magnetic fields on paramagnetic materials like 

aluminum should be examined more thoroughly. 

5. The CATT system should be developed to obtain faster and more reliable 

results. 

Based on these suggestions, similar studies can be conducted using different 

intensities of electric and magnetic fields, different materials, and various tappers 

with different hardness. 
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MAGNESIUM MATRIX COMPOSITES (MMCS): MATERIALS, 

PROCESSING, AND APPLICATIONS 

 

 

 

Abstract 

 

Magnesium Matrix Composites (MMCs) represent a class of advanced 

materials that combine the light weight of magnesium with the enhanced 

mechanical and thermal properties of reinforcing phases such as ceramics, fibers, 

and particulates. These composites offer significant advantages over monolithic 

magnesium in terms of strength, wear resistance, and thermal stability. 

Magnesium, being the lightest structural metal, is ideal for applications where 

weight reduction is crucial, such as in automotive, aerospace, and electronic 

industries. This chapter explores the composition, processing methods, types of 

reinforcements, and properties of magnesium matrix composites, alongside their 

current applications and challenges. We also examine the future trends in MMCs, 

including emerging reinforcements and novel fabrication techniques aimed at 

overcoming the limitations of magnesium. 

 

1. Introduction 

Magnesium, due to its low density, has long been considered an attractive 

material for lightweight structural applications. As the lightest of all structural 

metals, it is widely used in automotive and aerospace industries where reducing 

weight is critical for improving fuel efficiency and performance. However, 

magnesium's mechanical properties, such as its strength, wear resistance, and 

thermal stability, are limited compared to heavier metals like aluminum and steel. 

To overcome these limitations, researchers have developed Magnesium Matrix 

Composites (MMCs), which integrate magnesium with a second phase 

reinforcement such as ceramics, fibers, or particulates. These reinforcements are 

selected to enhance the properties of the magnesium matrix while maintaining its 

low weight, making MMCs ideal for a range of engineering applications (Chawla, 

2013; Kain, 2014). 

The primary goal of magnesium matrix composites is to combine the 

lightweight nature of magnesium with improved mechanical properties, such as 

tensile strength, hardness, fatigue resistance, and thermal stability. Magnesium 

matrix composites are used in a variety of demanding applications, including 

automotive engine blocks, aerospace components, electronic casings, and other 
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areas where performance and weight are critical considerations (Ramesh & 

Kumar, 2016). 

 

2. Composition of Magnesium Matrix Composites 

Magnesium matrix composites consist of two main components: the 

magnesium matrix and the reinforcing phase. The matrix phase is typically pure 

magnesium or magnesium alloys, which are selected for their lightweight and 

relatively good corrosion resistance. The reinforcement phase can take several 

forms, including particulate materials, continuous or short fibers, and whiskers. 

The choice of reinforcement and its volume fraction significantly influence the 

composite’s final mechanical and thermal properties (Latha & Venkatesh, 2018). 

 

2.1 Matrix Materials 

The matrix material in magnesium composites is almost always magnesium 

or magnesium-based alloys. The properties of these matrices can be modified by 

alloying magnesium with other metals, such as aluminum, zinc, manganese, and 

rare-earth elements, which help improve the material's strength, corrosion 

resistance, and thermal stability. 

Pure Magnesium:  

Pure magnesium is commonly used as the matrix in MMCs due to its light 

weight, good machinability, and ease of casting. However, it has limitations in 

terms of strength, particularly at elevated temperatures, which restrict its use in 

high-performance applications (Chawla, 2013). 

 

Magnesium Alloys:   

Magnesium alloys, such as AZ91D (alloy of magnesium with aluminum and 

zinc), WE43 (magnesium with yttrium and rare-earth elements), and Elektron 21 

(magnesium with rare-earth elements), are used as matrix materials to improve 

the strength, creep resistance, and corrosion properties of the composite. These 

alloys are particularly important for high-temperature and high-performance 

applications, including aerospace and automotive industries (Kain, 2014). 

 

2.2 Reinforcing Phases 

The reinforcing phase in magnesium matrix composites plays a critical role in 

determining the material's mechanical, thermal, and wear properties. 

Reinforcements can be classified into particulate, fiber, or whisker forms, each 

contributing to specific advantages in the final composite. 

 

 

212



Particulate Reinforcements:   

Particulate reinforcements, such as silicon carbide (SiC), alumina (Al₂O₃), 

boron carbide (B₄C), and graphite, are widely used in magnesium matrix 

composites. These materials enhance the hardness, wear resistance, and thermal 

conductivity of the composite. The properties of the composite depend 

significantly on the type, size, shape, and volume fraction of the reinforcing 

particles (Ramesh & Kumar, 2016). 

Fiber Reinforcements:   

Continuous and short fibers, such as carbon fibers, SiC fibers, and boron 

fibers, are commonly used to improve the tensile strength and stiffness of 

magnesium matrix composites. These fibers are particularly effective when 

aligned in the direction of the applied load, offering significant improvements in 

fatigue resistance and tensile properties (Latha & Venkatesh, 2018). 

Whisker Reinforcements:  

Whiskers, which are typically single crystals of ceramic materials, provide 

excellent reinforcement due to their high strength and aspect ratio. The addition 

of whiskers, such as SiC whiskers, into magnesium matrices improves the 

composite's hardness and wear resistance, although achieving uniform 

distribution and dispersion can be challenging (Chawla, 2013). 

 

3. Processing Techniques for Magnesium Matrix Composites 

The fabrication of magnesium matrix composites involves several processing 

methods, which can be broadly classified into liquid-state, solid-state, and 

powder processing techniques. Each of these methods has its own advantages and 

challenges, depending on the type of reinforcement, matrix material, and desired 

composite properties (Ramesh & Kumar, 2016). 

 

3.1 Liquid-State Processing 

Stir Casting:  

Stir casting is one of the most widely used techniques for manufacturing 

magnesium matrix composites. In this method, the reinforcing phase (usually 

particulate) is added to molten magnesium, and the mixture is stirred to ensure 

uniform dispersion of the particles. The slurry is then poured into molds and 

allowed to solidify. Stir casting is cost-effective and can be used for producing 

large components, but achieving uniform dispersion of the reinforcement can be 

challenging (Latha & Venkatesh, 2018). 

Infiltration Casting:   

Infiltration casting involves placing a preform of the reinforcement (typically 

a porous structure) into a mold and then infiltrating it with molten magnesium. 
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This technique allows for the creation of composites with a high volume fraction 

of reinforcement. However, the process can be more complex and expensive than 

stir casting (Kain, 2014). 

 

3.2 Solid-State Processing 

Powder Metallurgy (PM):   

Powder metallurgy involves mixing metal powders (magnesium and 

reinforcement) and then compacting the mixture into a desired shape. The 

compacted powder is sintered at high temperatures to form a solid composite. 

This technique offers better control over the volume fraction of the reinforcement, 

leading to more uniform material properties. However, it is more expensive and 

requires more precise control of processing parameters (Ramesh & Kumar, 

2016). 

Hot Isostatic Pressing (HIP):   

HIP is a solid-state process used to improve the density and mechanical 

properties of magnesium matrix composites by applying high pressure and 

temperature in an inert gas environment. HIP is particularly useful for eliminating 

porosity and improving the interfacial bonding between the matrix and 

reinforcement (Chawla, 2013). 

 

3.3 Powder Processing 

Metal Injection Molding (MIM):   

MIM is a versatile technique for fabricating magnesium matrix composites 

with complex geometries. In this process, metal powder is mixed with a binder 

to form a feedstock, which is then injected into a mold. After injection, the binder 

is removed, and the part is sintered. MIM offers the potential for near-net-shape 

processing but is limited by the need for high-quality powders and molds 

(Ramesh & Kumar, 2016). 

 

4. Properties of Magnesium Matrix Composites 

The addition of reinforcements to magnesium significantly enhances its 

mechanical, thermal, and wear properties. The properties of magnesium matrix 

composites depend on factors such as the type of reinforcement, volume fraction, 

and the processing method used. 

 

4.1 Mechanical Properties 

Tensile Strength and Modulus:   

The tensile strength of magnesium matrix composites can be significantly 

improved by adding reinforcements such as SiC particles or carbon fibers. The 
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reinforcement phase helps to distribute the applied stress more effectively, 

enhancing the composite’s strength and stiffness (Chawla, 2013). Fiber-

reinforced composites, in particular, offer substantial improvements in tensile 

modulus and are widely used in structural applications. 

Fatigue and Creep Resistance:   

Magnesium matrix composites exhibit improved fatigue resistance compared 

to pure magnesium, as the reinforcing phase prevents crack propagation. 

Reinforcements like ceramic particles or fibers contribute to higher resistance to 

both high-cycle and low-cycle fatigue. Additionally, the addition of specific 

reinforcements improves the composite’s creep resistance, which is particularly 

important in high-temperature applications (Kain, 2014). 

Wear Resistance: The inclusion of hard ceramic particles such as SiC or B₄C 

enhances the wear resistance of magnesium matrix composites, making them 

suitable for applications requiring high wear resistance, such as automotive brake 

components and aerospace engine parts (Ramesh & Kumar, 2016). 

 

4.2 Thermal Properties 

Magnesium matrix composites typically exhibit improved thermal 

conductivity compared to pure magnesium. The addition of ceramic 

reinforcements, in particular, can lead to significantly enhanced thermal stability 

and heat dissipation capabilities. This makes MMCs suitable for applications in 

heat exchangers, automotive engines, and electronics, where efficient heat 

management is critical (Latha & Venkatesh, 2018). 

 

5. Applications of Magnesium Matrix Composites 

Magnesium matrix composites have found applications in industries where 

weight reduction, improved mechanical properties, and high thermal stability are 

essential. These include: 

Automotive Industry: Magnesium's low density contributes to fuel efficiency 

in automotive applications. Its lightness enhances maneuverability in steering 

columns and bends, while its use in wheels improves performance and fuel 

efficiency. 
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Fig.1: Areas of use of magnesium in the automotive industry and comparisons with other 

metals 

Aerospace: Used in aircraft and helicopter parts for its lightweight and high 

strength, enhancing fuel efficiency in space vehicles due to its low density. 

 

 

Fig.2: Areas of use of magnesium composites in the aerospace 

 

Electronic Devices: Magnesium's lightweight and durability benefit portable 

devices, cameras, and optical equipment, enhancing portability, lifespan, and 

durability. 
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Fig.3: Areas of use of magnesium compsites in the electronic devices 

Medical Devices: Preferred in surgical instruments for its lightweight and 

durability. Its biocompatibility and slow dissolution in the body make it suitable 

for orthopedic implants without the need for removal. 

 

 
Fig.4: Areas of use of magnesium composites in the medical devices 

 

Sports Equipment: Enhances performance in bicycle frames, golf clubs, and 

tennis rackets due to its lightweight and durability. 

Defense Industry: Widely used in military vehicles, equipment, and ballistic 

armor due to its lightweight and durability, improving maneuverability and load 

capacity. 
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Construction and Architecture: Used in structural components to increase 

load-bearing capacity and accelerate the construction process. 

Energy Storage and Battery Technologies: Investigated as an alternative to 

lithium in battery anodes due to its high energy and low cost. 

 

 
Fig.5: Areas of use of magnesium composites in the Energy Storage and Battery Technologies 

 

 6. Challenges and Future Directions 

Despite the promising advantages of magnesium matrix composites, several 

challenges remain in their widespread adoption. Issues such as poor interfacial 

bonding, difficulty in achieving uniform reinforcement dispersion, and high 

production costs need to be addressed. Advances in processing technologies, such 

as improved stir casting techniques, new powder metallurgy methods, and the 

development of new reinforcements, are expected to improve the performance 

and cost-effectiveness of magnesium matrix composites. Research in this field is 

ongoing, with a focus on creating more efficient manufacturing methods and 

developing novel hybrid reinforcements (Chawla, 2013; Kain, 2014). 

 

7. Conclusion 

Magnesium matrix composites offer a promising solution to the growing 

demand for lightweight, high-performance materials. By combining magnesium 

with appropriate reinforcements, these composites exhibit enhanced mechanical, 

thermal, and wear properties, making them suitable for a wide range of advanced 

applications in the automotive, aerospace, and electronics industries. While 

challenges related to processing and cost remain, ongoing research is likely to 

result in more efficient production methods and the development of novel 

materials, paving the way for increased adoption of magnesium matrix 

composites in critical engineering applications. 
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MECHANICAL ALLOYING: PRINCIPLES, TECHNIQUES, AND 

APPLICATIONS 

 

Abstract 

Mechanical Alloying (MA) is a solid-state powder processing technique that 

enables the creation of advanced materials with unique properties through the 

repeated deformation, fracturing, and cold welding of powder particles. Initially 

developed in the 1960s, MA has since become a vital method for producing high-

performance materials that are difficult or impossible to achieve via conventional 

methods. This chapter provides a comprehensive overview of the principles, 

process mechanics, and applications of mechanical alloying. Key topics include 

the stages of MA, such as deformation, fracture, and cold welding, as well as the 

critical process variables that influence the outcome, including ball-to-powder 

ratio, milling speed, and temperature. The chapter explores the various types of 

materials produced through MA, such as metal matrix composites (MMCs), high-

entropy alloys (HEAs), nanostructured materials, and amorphous alloys, along 

with their applications in industries like aerospace, automotive, and electronics. 

Furthermore, it discusses the advanced characterization techniques used to 

analyze mechanically alloyed materials, such as scanning electron microscopy 

(SEM), transmission electron microscopy (TEM), and X-ray diffraction (XRD). 

The chapter concludes by highlighting emerging trends in MA, such as the 

development of multi-functional materials and the integration of computational 

modeling and in-situ monitoring technologies, which will shape the future of 

mechanical alloying and its applications. 
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1. Introduction to Mechanical Alloying 

Mechanical alloying is a solid-state process that involves the repeated 

deformation, fracture, and cold welding of powder particles to form 

homogeneous mixtures or new phases without the need for melting. The process 

was initially developed in the 1960s by Benjamin et al. at the International Nickel 

Company (INCO) and has since been widely adopted for creating advanced 

materials, including high-strength alloys, metal matrix composites (MMCs), 

nanostructured materials, and even amorphous materials (Benjamin, 1967; 

Suryanarayana, 2001). Unlike conventional alloying methods that rely on the 

liquid phase to mix metals, MA is performed at room temperature or slightly 

elevated temperatures, where powders undergo mechanical deformation in a ball 

mill. 

The mechanical alloying process is characterized by the use of high-energy 

ball milling to mix powders in a controlled environment. As the ball mill rotates, 

steel or ceramic balls collide with the powder particles, causing them to deform, 

fracture, and cold-weld. This process produces materials with improved 

properties such as high strength, hardness, wear resistance, and, in some cases, 

high temperature stability. Because MA does not rely on high temperatures, it is 

particularly useful for producing materials that are sensitive to heat, such as high-

entropy alloys (HEAs), nano-composites, and amorphous alloys. 

 

2. Fundamentals of Mechanical Alloying 

2.1 Basic Process Mechanics 

The mechanical alloying process involves the repeated fracturing, cold 

welding, and plastic deformation of powder particles subjected to high-energy 

impacts. The basic sequence of events can be divided into three stages: 

1. Deformation: The powder particles are plastically deformed as they are 

impacted by the milling balls. This deformation reduces the size of the powder 

particles, increases their surface area, and promotes the formation of new 

interfaces between particles. 

2. Fracture: The deformed powder particles eventually fracture under the 

stress of repeated impacts, leading to the creation of smaller particles. These 

smaller fragments are highly reactive due to their high surface area. 

3. Cold Welding: The fractured particles undergo cold welding, where they 

fuse back together. Cold welding occurs when the deformed particles, with their 

high surface energy, come into contact and bond. The welding and fracturing 

continue in cycles, refining the powder and creating new, homogeneous alloys or 

composites. 
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2.2 Process Variables 

The efficiency and outcome of mechanical alloying depend on several critical 

process variables: 

• Ball-to-Powder Ratio (BPR): The BPR refers to the mass ratio of milling 

balls to powder. Higher BPRs lead to more intensive milling, which accelerates 

the alloying process but can also cause more wear on the milling tools. Typically, 

BPRs range from 10:1 to 30:1 for effective alloying (Suryanarayana, 2001). 

• Milling Speed: The rotational speed of the ball mill significantly affects 

the collision frequency and the energy imparted to the powder. Higher milling 

speeds increase the energy input, leading to faster refinement of the powder 

(Suryanarayana, 2001). 

• Milling Time: The duration of milling plays a crucial role in controlling 

the microstructure and properties of the alloy. Longer milling times allow for 

more homogenous mixing but may lead to excessive particle refinement or the 

formation of undesirable phases (Sanderov, 1998). 

• Temperature: While mechanical alloying is typically performed at room 

temperature, it can also be carried out at elevated temperatures to promote 

diffusion and phase formation. However, high temperatures can lead to unwanted 

phase transformations (Tjong, 1999). 

 

  Table 1: Effect of Process Parameters on Mechanical Alloying 

Parameter Effect on Process Typical Values 

Ball-to-Powder Ratio 

(BPR) 

Higher BPR increases 

intensity of milling 
10:1 to 30:1 

Milling Speed 
Higher speed increases 

collision frequency 
100 to 300 RPM 

Milling Time 
Longer milling produces 

finer, more uniform powder 
10 to 100 hours 

Temperature 
Elevated temperature 

aids phase formation 
100°C to 300°C 

 

3. Types of Materials Produced by Mechanical Alloying 

Mechanical alloying is used to produce a variety of materials that exhibit 

superior properties compared to conventionally processed materials. These 

materials include: 

3.1. Metal Matrix Composites (MMCs) 

Metal matrix composites are materials made by reinforcing a metal matrix 

with a secondary phase, which can be either ceramic or another metal. MA is 

particularly effective for producing MMCs because it allows for the uniform 

dispersion of hard particles within the metal matrix, resulting in improved 

223



mechanical properties such as strength, hardness, wear resistance, and thermal 

stability. 

• Reinforcement Materials: The reinforcing phases typically include 

ceramic particles like silicon carbide (SiC), aluminum oxide (Al₂O₃), boron 

carbide (B₄C), and graphite, but they can also involve other metals or alloys. 

• Applications: MMCs produced by MA are used in applications where high 

strength, thermal conductivity, and wear resistance are critical. Common uses 

include automotive components (e.g., brake discs, pistons), aerospace (e.g., 

turbine blades, heat exchangers), and industrial tools (e.g., cutting tools, wear-

resistant coatings). 

• Key Benefits: The benefits of MMCs include enhanced mechanical 

properties such as: 

o High Strength-to-Weight Ratio: Reinforced composites offer greater 

strength while maintaining low weight. 

o Improved Wear Resistance: The ceramic particles help reduce wear, 

which is important for components that face high friction. 

o Thermal Conductivity: Some composites exhibit better thermal 

conductivity than the matrix metal alone, making them useful in heat 

management applications. 

3.2. High-Entropy Alloys (HEAs) 

High-entropy alloys are a class of materials made from five or more principal 

elements in near-equal proportions (usually 5-10 elements), unlike conventional 

alloys which are based on a single principal element. The term "high-entropy" 

refers to the significant mixing of elements, which increases the configurational 

entropy of the system. 

• Composition and Properties: HEAs often possess unique properties 

such as: 

o High Strength: Due to the solid-solution strengthening effect from the 

multiple elements. 

o High Temperature Stability: Many HEAs have high melting points and 

can maintain their strength at elevated temperatures, making them ideal for 

extreme environments. 

o Corrosion Resistance: The multi-element nature of HEAs often 

improves their resistance to oxidation and corrosion. 

• Applications: HEAs produced by MA are gaining attention in 

demanding industries such as aerospace, nuclear reactors, and defense, where 

materials need to withstand extreme conditions like high temperatures, radiation, 

and corrosion. 
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• Challenges: The challenges in producing HEAs through mechanical 

alloying include: 

o Phase Control: The multi-element nature can lead to complex phase 

formation, and controlling the phase evolution during the milling process is 

critical. 

o Solid-Solution Phase Formation: Achieving a stable solid-solution 

phase rather than phase segregation can be challenging. 

3.3. Nanostructured Materials 

Nanostructured materials are materials with structures on the nanometer scale 

(typically 1-100 nm). MA can produce these materials by controlling the particle 

size during milling, which results in fine microstructures with superior 

mechanical properties, including increased hardness, strength, and wear 

resistance. 

• Types of Nanostructured Materials: These can include: 

o Nanocrystalline Alloys: Alloys that have a grain size of less than 100 

nm. The reduction in grain size leads to a significant improvement in strength 

(via the Hall-Petch effect), hardness, and corrosion resistance. 

o Nanocomposites: Nanostructured composites created by incorporating 

nanoparticles (e.g., carbon nanotubes, graphene, or ceramic nanoparticles) 

into a metallic matrix, resulting in enhanced mechanical properties such as 

tensile strength, toughness, and fatigue resistance. 

• Applications: Nanostructured materials are increasingly used in 

industries like aerospace, automotive, and electronics due to their superior 

mechanical and physical properties. These include advanced coatings, 

microelectronics, and components requiring high wear resistance, like cutting 

tools. 

• Key Benefits: 

o Increased Strength: Nanostructuring leads to significant increases in 

yield strength and hardness. 

o Improved Wear Resistance: The fine grain structure provides enhanced 

resistance to wear and fatigue. 

o Enhanced Performance: These materials often perform better under 

harsh conditions, such as high temperatures or exposure to corrosive 

environments. 

3.4. Amorphous Alloys (Bulk Metallic Glasses) 

Amorphous alloys, also known as bulk metallic glasses (BMGs), are metals 

that do not exhibit a regular atomic structure like conventional crystalline metals. 

Instead, they have a disordered, non-crystalline structure. Mechanical alloying is 
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an effective method for producing amorphous alloys by rapidly cooling the alloy 

mixture during the milling process, preventing crystallization. 

• Properties: BMGs produced through MA can exhibit: 

o High Strength: Amorphous alloys often have a much higher tensile 

strength compared to crystalline metals due to the lack of grain boundaries. 

o High Elasticity: The absence of dislocations gives these materials high 

elastic limits, making them ideal for use in highly demanding applications. 

o Corrosion Resistance: Amorphous alloys tend to be more resistant to 

corrosion, especially in acidic or saltwater environments. 

• Applications: Due to their unique properties, BMGs find applications in 

fields such as: 

o Aerospace: Components that require high strength and light weight. 

o Medical Devices: Implants and tools that benefit from the high hardness 

and biocompatibility of amorphous alloys. 

o Sporting Goods: Golf club heads and other equipment that require 

materials with excellent strength-to-weight ratios. 

• Challenges: Producing bulk metallic glasses can be challenging due to 

the need for rapid cooling rates (to avoid crystallization) and the complex nature 

of alloy design. Additionally, processing techniques like MA require precise 

control to avoid structural degradation. 

3.5. Intermetallics 

Intermetallic compounds are phases formed between two or more metallic 

elements, often exhibiting unique properties that are superior to those of their 

individual constituent metals. Mechanical alloying has been used to create a wide 

range of intermetallics, such as titanium aluminides (TiAl), iron aluminides, and 

nickel-based superalloys. 

• Properties: 

o High Temperature Resistance: Intermetallics like TiAl have excellent 

strength and stability at high temperatures, making them ideal for applications 

such as turbine blades and aerospace components. 

o Lightweight: Many intermetallics, particularly titanium aluminides, 

offer a good balance between strength and low density, making them attractive 

for weight-sensitive applications in aerospace. 

o Corrosion Resistance: Some intermetallic compounds offer excellent 

resistance to oxidation and corrosion, which is critical in harsh environments. 

• Applications: These materials are used in demanding fields like 

aerospace, where high-temperature stability and strength are required, as well as 

in automotive and industrial applications. 
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4 Applications of Mechanical Alloying 

Mechanical alloying has widespread applications across various industries 

due to the unique properties of the materials it produces. Some of the most 

important applications include: 

4.1 Aerospace and Automotive Industries 

In the aerospace and automotive industries, materials processed via 

mechanical alloying are used to manufacture components that require high 

strength, low weight, and excellent wear resistance. For example, aluminum and 

titanium matrix composites are used in engine components, structural materials, 

and high-performance brake systems (Jang et al., 2000). 

 

Table 2: Applications of Mechanical Alloying in Aerospace and Automotive 

Industries 

Material Type Applications Properties Enhanced 

Aluminum Matrix 

Composites (Al-SiC) 

Engine components, 

structural parts 

High strength-to-weight ratio, 

wear resistance 

Titanium Matrix 

Composites (Ti-B4C) 

Aerospace structural 

materials, military 

components 

High-temperature strength, 

hardness 

 

4.2 Electronics and Energy Storage 

In electronics, copper and aluminum-based composites processed by MA are 

used for electrical contacts, connectors, and switches, where both high 

conductivity and wear resistance are essential. Additionally, HEAs and 

amorphous alloys are increasingly being investigated for use in energy storage 

devices, such as lithium-ion batteries and fuel cells, due to their excellent 

stability, corrosion resistance, and high energy densities (Wang et al., 2012; Kim 

et al., 2005). 

 

 

5. Characterization of Mechanically Alloyed Materials 

The properties of mechanically alloyed materials are highly dependent on 

their microstructure, which can be characterized using several techniques: 

5.1 Microscopic Techniques 

• Scanning Electron Microscopy (SEM): SEM is widely used to observe 

the surface morphology of mechanically alloyed materials. It provides high-

resolution images of the particle size, distribution, and welding behavior of 

powder particles (Tjong, 1999). 
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• Transmission Electron Microscopy (TEM): TEM offers high-

resolution imaging at the nanoscale and is useful for observing the fine details of 

grain size, phase distribution, and the presence of any amorphous regions 

(Suryanarayana, 2001). 

5.2 X-ray Diffraction (XRD) 

XRD is used to study the crystalline phases in mechanically alloyed materials. 

By analyzing the X-ray diffraction patterns, the crystallite size, phase content, 

and any residual stresses can be determined (Ye et al., 2008). 

 

6. Future Trends in Mechanical Alloying 

Mechanical alloying is a continually evolving field. Recent trends suggest a 

shift toward the production of high-entropy alloys (HEAs), nanocomposites, and 

multi-functional materials. Advances in in-situ characterization techniques, such 

as synchrotron X-ray diffraction, are providing deeper insights into the dynamics 

of the milling process, enabling better control over the material properties (Mala 

et al., 2008). 

Furthermore, with the growing demand for lightweight materials, the 

development of advanced composites that combine metals with ceramics and 

polymers is becoming a major focus area. The integration of computational 

modeling and machine learning with mechanical alloying is expected to further 

enhance the efficiency of the process and accelerate the development of new 

materials. 

 

7. Conclusion 

Mechanical alloying (MA) has proven to be an indispensable technique for 

the production of advanced materials that exhibit superior properties compared 

to those made by conventional processing methods. Through the use of solid-

state processing, MA enables the creation of alloys, composites, nanostructured 

materials, and even amorphous phases without the need for melting. This ability 

to control microstructure and composition at the atomic level, coupled with the 

versatility of the process, has made MA a powerful tool in materials design for a 

wide range of high-performance applications across industries such as aerospace, 

automotive, electronics, and energy storage. 

The process of mechanical alloying involves repeated deformation, fracture, 

and cold welding of powder particles, resulting in the formation of homogeneous 

materials or novel phases. The key to its success lies in the precise control of 

various process parameters such as ball-to-powder ratio (BPR), milling speed, 

milling time, and temperature. Each of these factors influences the degree of 

alloying, particle size, and final material properties. By adjusting these 
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parameters, it is possible to tailor the mechanical, thermal, and electrical 

properties of the resulting materials to meet specific application needs. 

One of the most significant advantages of mechanical alloying is its ability to 

produce metal matrix composites (MMCs) that combine metals with reinforcing 

particles such as ceramics or carbon. These composites exhibit enhanced 

mechanical properties such as increased strength, wear resistance, and thermal 

stability, making them ideal for demanding applications in the automotive, 

aerospace, and manufacturing industries. For example, aluminum and titanium 

matrix composites, produced by MA, have found applications in high-

performance engine components, structural parts, and lightweight materials. 

High-entropy alloys (HEAs) represent another exciting area of growth in 

mechanical alloying. These alloys, composed of five or more elements in near-

equal proportions, exhibit remarkable properties, including excellent high-

temperature stability, corrosion resistance, and strength. The development of 

HEAs through mechanical alloying has led to the exploration of new materials 

that can withstand extreme operating conditions in industries such as aerospace, 

nuclear power, and defense. The inherent complexity of HEAs, combined with 

their potential for a wide range of desirable properties, underscores the 

importance of MA as a method for advancing material science. 

In addition to the production of composites and HEAs, mechanical alloying 

has enabled the development of nanostructured materials and amorphous alloys. 

Nanostructured materials, known for their enhanced strength, hardness, and wear 

resistance, can be achieved through the fine control of particle size and 

distribution during the milling process. Amorphous alloys, which lack long-range 

atomic order, offer unique properties such as high corrosion resistance and 

mechanical strength. The production of these materials through MA has opened 

new avenues for their application in fields like electronics, energy storage, and 

even medical devices. 

The characterization of mechanically alloyed materials is a critical aspect of 

understanding their structure, properties, and performance. Techniques such as 

scanning electron microscopy (SEM), transmission electron microscopy (TEM), 

and X-ray diffraction (XRD) provide valuable insights into the microstructure, 

phase distribution, and particle morphology of MA-produced materials. These 

techniques allow researchers to analyze the effects of milling parameters on the 

final properties of the materials, guiding further optimization of the process. 

Looking to the future, mechanical alloying is poised to play an even greater 

role in materials development, driven by ongoing advancements in processing 

techniques, characterization methods, and computational modeling. As the 

demand for lighter, stronger, and more durable materials increases, especially in 
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the context of sustainable and energy-efficient technologies, MA will continue to 

offer solutions for producing high-performance materials with tailored properties. 

The integration of in-situ monitoring, synchrotron X-ray diffraction, and other 

advanced characterization methods will provide deeper insights into the 

dynamics of the milling process, enabling more precise control over material 

properties and accelerating the development of novel materials. 

In addition, the incorporation of machine learning and artificial intelligence 

into the mechanical alloying process holds the potential to further enhance 

material design and process optimization. These technologies can be used to 

predict material behavior, optimize milling conditions, and accelerate the 

discovery of new alloys and composites with enhanced properties. As these 

technologies evolve, the combination of advanced simulation tools, real-time data 

analysis, and experimental processing will enable researchers to design and 

produce materials with unprecedented precision and performance. 

Mechanical alloying’s versatility and adaptability make it a cornerstone in the 

development of next-generation materials. The ability to fabricate materials with 

controlled microstructures and properties is critical in addressing the increasingly 

complex requirements of modern engineering applications. Whether it’s 

producing advanced composites for high-performance vehicles, creating novel 

alloys for harsh environmental conditions, or developing materials for emerging 

technologies like renewable energy and quantum computing, mechanical alloying 

will continue to drive material innovation. 

In conclusion, mechanical alloying is a powerful and versatile method that has 

significantly advanced the field of materials science. Its ability to produce 

materials with exceptional properties, such as high strength, corrosion resistance, 

wear resistance, and thermal stability, makes it indispensable for industries that 

rely on high-performance materials. As research progresses, MA will 

undoubtedly remain at the forefront of material design and processing, 

contributing to the development of innovative solutions to meet the ever-evolving 

demands of modern technology. 
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Abstract 

Observing energy consumption in household appliances is a practical way to 

understand and manage electricity usage effectively. This approach can help 

design of energy efficient devices.   This study focuses on observation and 

prediction of energy consumption for the household devices. In this context, the 

importance of energy efficiency was first explained, and then energy efficiency 

in household appliances was addressed. Then, a real-world dataset that consist of 

inside - outside temperatures of refrigerator and supply current variation 

according to these temperatures which obtained from an operating refrigerator 

was used for experimental prediction. Results were discussed in terms of energy 

efficiency by using graphs and numerical values.  

 

Keywords: Energy efficiency, Consumption prediction, Machine learning 
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1. Introduction 

Energy is the most valuable commodity in the modern world. Therefore, it 

should be used in most efficient way. The concept of energy efficiency is an 

important definition that emerged due to this necessity. Energy efficiency, both 

in general and in household devices, refers to an appliance's capacity to execute 

its functions while using less energy, lowering utility costs, and limiting 

environmental effect [1–5]. Tracking usage of energy in household appliances is 

a useful approach to better understand and manage electricity consumption. 

Predicting the energy consumption of household devices entails assessing and 

modeling trends based on device type, usage behavior, environmental conditions, 

and device efficiency [6–8]. 

There are some methods and approaches to use household devices energy 

efficiently. For example, choosing the right size to avoid overuse, looking for 

“ENERGY STAR” certificate or selecting models with inverter compressors 

improve efficiency for refrigerators and freezers. Washing machines, dryers and 

dishwashers tend to use less water and energy. Replacing incandescent lamps 

with LEDs can help minimize the energy waste. To prevent phantom loads, 

unused devices should be turned-off. For cooking appliances, using induction 

stoves instead gas or electric coil stoves can help improve the energy efficiency. 

On the other hand, usage habits can also make a positive contribution to 

energy efficiency. Regular maintenance such as cleaning filters in HVAC 

systems and dryers, smart usage like turning off appliances when not in use or 

run full loads in washing machines and dishwashers, use of smart plugs or energy 

monitoring devices to track usage and identify inefficiencies, upgrading to 

energy-efficient models like replacing older appliances with newer, more 

efficient ones and looking for government rebates or incentives for energy-

efficient purchases can be given as examples to these habits [9,10]. 

Energy efficiency has benefits, such as cost savings through lower electricity 

bills over time, environmental impact through reduced carbon footprint, 

performance through using modern efficient devices that offer better 

functionality and incentives in tax credits and rebates may be available for 

energy-efficient upgrades.  

 

2. Energy Efficiency and Consumption Monitoring 

Energy usage observation in household appliances is a practical technique to 

better understand and manage electricity consumption. There are various tools 

using for this aim. Use of smart plugs or energy monitors can help tracking real-

time energy consumption of individual appliances. Home energy monitoring 

systems can be connected to electrical panel to monitor the usage of all 
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appliances. Also, there are many utilities offer detailed energy usage reports via 

smart meters. Observation workflow includes some key features. Standby power 

is one of the key observations because many appliances consume energy even 

when not in use, known as phantom or vampire loads. Another one is peak 

consumption as high-power appliances like water heaters, ovens, and HVAC 

systems have peak energy draws. One of the others is energy efficiency because 

newer and energy-efficient appliances often consume less power than older 

models. Behavioral impact observation is also important because usage habits, 

like leaving lights on or frequently opening the fridge, significantly affect 

consumption. Accordingly, analysis is figured out by observing which appliances 

consume the most energy at what times and convert energy consumption (kWh) 

into cost using recent electricity rate [11–14]. 

 Observation steps can be summarized as the flowchart given in Figure 1.  

 
Figure 1. Observation workflow flowchart 

 

For a better understanding, in this study one of the most common household 

device, refrigerator, is analyzed in terms of energy consumption and savings. 

Analyzing potential savings for refrigerators involves understanding their energy 
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consumption, comparing it with more energy-efficient models, and calculating 

the potential cost reductions. To determine a refrigerator's energy use, it starts by 

checking its energy label or specifications for the annual consumption listed in 

kilowatt-hours (kWh). Older refrigerators, especially those over 10 years old, 

typically consume between 1,000 and 2,000 kWh per year, whereas newer 

energy-efficient models use about 300 to 600 kWh annually. Alternatively, it can 

be measured actual usage by using an energy meter to track daily consumption 

and extrapolate this to annual usage. Once the energy consumption data obtained, 

the annual cost can be calculated by using the formula:  

 

Annual Cost = Energy Consumption (kWh) × Electricity Rate ($/kWh)          (1)  

 

For example, if the refrigerator uses 1,200 kWh per year and electricity rate is 

$0.15 per kWh, the annual cost would be 1,200 × 0.15 = $180. Next, this is 

compared with the energy consumption of modern, energy-efficient refrigerators. 

Energy Star-certified models typically use 30–50% less energy than older units. 

For instance, a new model consuming 400 kWh per year would cost 400 × 0.15 

= $60 annually. To calculate potential savings, formula 2 is used:  

 

Savings = Current Annual Cost - New Annual Cost            (2) 

 

 In this example, the savings would be $180 - $60 = $120 per year. When 

considering replacement, factor in the cost of a new refrigerator, which typically 

ranges from $600 to $2,000 depending on size and features. The payback period 

calculated by dividing the purchase price by the annual savings. For example, a 

$1,200 refrigerator with $120 annual savings would have a payback period of 

$1,200 ÷ $120 = 10 years. Lastly, it is considered additional benefits such as 

recycling incentives offered by utilities for old appliances, the longer lifespan and 

reduced maintenance of newer models, and the environmental impact of lower 

energy consumption, which reduces the carbon footprint. 

  

3. Methodology and Results 

Machine learning approaches have been widely using in all fields of 

engineering [15–17]. This study utilizes the Nonlinear Autoregressive Exogenous 

(NARX) Model, a time-series forecasting and modeling tool designed for systems 

where the future values of a variable depend on both its own historical values and 

the past values of an external input (exogenous variable). This approach is 

particularly effective in systems with nonlinear dynamics. The NARX model is 

mathematically represented as follows: 
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In equation (3), y(t) represents the output (dependent variable) at time t, u(t) 

is the external input (exogenous variable) at time t, ny denotes the number of 

lagged output terms considered, nu is the number of lagged input terms 

considered, h(t) accounts for model inaccuracies or random disturbances, and f(⋅) 

is the nonlinear function linking inputs and outputs. 

The NARX model has three key components: 

1. Autoregressive Component: Captures the dependence of y(t) on its own 

previous values (y(t−1), y(t−2), …). 

2. Exogenous Input: Represents the influence of an external variable u(t) on 

y(t), distinguishing the NARX model from purely autoregressive models. 

3. Nonlinear Function (f(⋅)): Accounts for complex relationships that linear 

models cannot capture. This function is typically unknown and must be estimated 

using techniques such as artificial neural networks (ANNs), polynomial models, 

kernel methods, or piecewise linear approximations. 

The NARX model offers several advantages. Its nonlinear nature allows it to 

capture complex dynamics and incorporate external factors, making it more 

versatile than purely autoregressive models. As a result, it can be adapted to a 

wide range of applications [18–20]. 

According to the aim of study, a real-world dataset of a refrigerator was used. 

The dataset consists of a total 791397 row data with three columns that are inside 

temperature, outside temperature and current values of refrigerator. The dataset 

graph is shown in Figure 2.  

 
Figure 2. Graphic representation of dataset values 
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The model architecture consists of 20 layers, carefully designed to capture the 

complexity of the underlying system. A total of 553,977 data points, accounting 

for 70% of the entire dataset, were utilized for training. Another 118,710 data 

points, representing 15% of the dataset, were allocated for validation, while the 

remaining 118,710 data points (15%) were set aside for testing. 

To optimize the model's performance, the Levenberg-Marquardt algorithm 

was selected as the training method due to its efficiency and suitability for 

nonlinear problems. The evaluation of the model's performance was conducted 

using the Mean Squared Error (MSE), a standard metric that measures the 

average squared difference between predicted and actual values. Lower MSE 

values indicate better model performance and closer predictions to the actual data. 

The MSE values for training, validation and test were obtained as 0.0107, 

0.0118 and 0.0098 respectively for the best result. Performance graph is given in 

Figure 3.  

 

 
Figure 3. Performance graph 

 

These results highlight the model's capability to generalize effectively across 

unseen data while maintaining robust performance during training. The small 

difference in MSE values across the three phases suggests that the model is well-

trained and not overfitting, making it reliable for real-world applications.  

Responses of the model is proposed in Figure 4.  
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Figure 4. Model response graph 
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4. Conclusion 

This research highlights the practical application of machine learning 

techniques, specifically the Nonlinear Autoregressive Exogenous (NARX) 

model, in predicting energy consumption of household appliances, with a focus 

on refrigerators. The study emphasizes the growing need for energy efficiency in 

a world where energy is a critical resource. By analyzing real-world data, 

including temperature variations and current usage, the model provided accurate 

and reliable predictions, as evidenced by the low Mean Squared Error (MSE) 

values across training, validation, and testing phases. 

The findings underscore the significance of leveraging advanced 

computational models to monitor and predict energy consumption, offering 

valuable insights into energy-saving opportunities. For example, the comparison 

of older appliances with energy-efficient models demonstrated potential cost 

savings, reduced environmental impact, and shorter payback periods for 

investments in newer technologies. 

This research not only reaffirms the value of monitoring energy use but also 

encourages the adoption of smarter, data-driven approaches to manage household 

energy consumption. Practical applications of this work include helping 

consumers make informed choices about appliance upgrades, optimizing daily 

usage patterns, and fostering the development of even more energy-efficient 

devices. 

Future research can build on this foundation by expanding the dataset to 

include other types of household appliances, exploring the integration of 

renewable energy sources, and refining prediction models with additional 

variables like humidity, user behavior, and regional energy costs. These 

enhancements would further bolster efforts to reduce energy consumption, 

enhance sustainability, and contribute to a greener future. 
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Liquefaction was first explained by Allen Hazen in 1918, as a result of a 

detailed analysis of the collapses that occurred in the California Caleveras dam, 

as the soil behavior caused by the sudden decrease due to the pore water pressure 

formed during the load applied to the soils. Karl Terzaghi made the first detailed 

definition of the concept of liquefaction in scientific sources in 1925. It occurs 

when the weight of the solid masses forming the soil is transferred to the 

surrounding water during the collapse of the saturated soil. As a result of this 

situation at any depth in the ground, the water pressure at rest increases and its 

size approaches the unit volume weight of the submerged ground.  

In the studies carried out by Arthur Casagrande in 1936 [1], it was found that 

the critical equilibrium void ratio of the sand deposits was lower than the void 

ratio, and that it decreased in volume when under the influence of shear stresses. 

It has been determined that the soil strength will disappear over time and the soil 

will behave like a liquid. It is stated that the estimated effective stress will 

increase, on the other hand, it will become less porous at the critical equilibrium 

void level, and the pore water pressure will decrease with volumetric expansion 

under the stresses of the sands.   

The concept of liquefaction was used by Mogami and Kuba (1953) [2]  to 

explain the deformations that occur under non-regular, undrained and cyclic loads 

in cohesive soils. After the [Ms=7,5] Niigata and Great Alaska [USA Mw=9.2] 

earthquakes that occurred in Japan in 1964, the concept of liquefaction was 

focused on. These two severe earthquakes damaged all engineering structures and 

caused the concept of liquefaction to be examined in detail. In particular, the 

destructive effects of buildings such as tilting of buildings, landslides, 

overturning of retaining walls, cracks in roads, visible deformations in other 

transportation networks, deterioration of infrastructure elements have led 

researchers to examine the concept of liquefaction. Professor H.B.Seed and his 

students used balanced and unbalanced models to model earthquake loading 

conditions. They began to deal with this problem using consolidation undrained 

triaxial pressure tests.         

Seed and İdriss explained the important variables affecting the liquefaction of 

sands affected by the earthquake in 1971 [3]   and presented their potential 

liquefaction risk analysis. With the information they obtained as a result of the 

SPT experiment, studies that made liquefaction calculations possible were 

revealed. 

Castro [4], as he explained the concept of liquefaction earlier in 1975, divided 

the classical liquefaction in saturated sands into two, and the mobility that occurs 

on the basis of dynamic experiments. He stated that the pore water pressure 

suddenly increased during dynamic loading in saturated loose sands, while 
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environmental mobility caused the development of positive pore water pressure 

in compacted sands under dynamic load, the displacement of grains and a 

decrease in volume. Castro divided the concept of liquefaction into two with 

dynamic experiment in saturated sands and cyclical motion during classical 

liquefaction, and examined the displacement of pore water and grains, volume 

changes in loose and compacted sands. 

Seed (1976) [5], conducted experiments to examine the effect of the relative 

firmness factor in the liquefaction analysis. They interpreted the characteristics 

of the pore water head during and after the earthquake, and then analyzed the 

possible spillovers in sandy soils. As a result of the analysis, it has been 

determined that the hydrostatic pressure effect on the sand layers will continue 

for a long time after the earthquake. Improving and increasing the drainage 

conditions of the sandy layers is an effective method for stabilizing the ground. 

Youd and Perkins (1978) [6], prepared liquefaction-induced susceptibility 

maps against soil failure. They stated that the history of the ground, including 

geological, geotechnical, seismicity, and topographic characteristics, is important 

in the creation of regional maps. 

Castro, Enos, France, and Poulos (1982) [7], named the sudden decrease in 

shear resistance of soils under earthquake effect with the increase of pore water 

pressure as soil liquefaction. It has been proposed to classify the behavior types 

of soils during the earthquake due to the shear stresses that existed before the 

earthquake due to static loading. The researchers explained that the increase in 

pore water pressure was due to the soil's tendency to compact. 

Tokimatsu and Yoshima [8], in their study in 1983, gave liquefaction relation 

depending on the SPT impact number and fine grain ratio. In the study, sands 

containing more than 10% fine grain with similar SPT impact numbers were more 

resistant to liquefaction than clean sands. It has been concluded that extensive 

damage will not occur in sands with more than 25 impact numbers according to 

the reference stress with high strength, silty sands with more than 10% fine grain 

content and sandy silts with 20% clay content, which are greater than 20. It was 

also stated that gravelly sands with the same SPT impact number were less 

resistant to liquefaction than clean sands. 

Youd and Wieczorek (1984) [9], observed the effects of liquefaction in an area 

of 150 km2 after the 1981 earthquake in Westmorland, a village in California, 

USA. The intensity of the ground motion and the effect of the liquefaction 

potential increase as the seismic focal point approaches.          

Iwasaki (1984) [10], made evaluations on previous studies by making 

predictions about liquefied areas in terms of moment magnitude and focal length. 
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He stated that liquefaction zones affected by previous earthquakes may be 

exposed to liquefaction as a result of earthquakes that may occur again.  

In their studies, Erken and Ansal (1985) [11], determined that after the 6.8 

magnitude Erzincan earthquake, the water-saturated silty and clayey soils in the 

Ekşi water region became liquefied. . The results of the drilling revealed that the 

soil of the region consists of loose silty sand layers and soft silty, clayey and 

organic soils. Ishihara (1985) [12],  studied the cyclic stresses and liquefaction 

analysis caused by seismic movements in coarse and fine grained soils. 

Researchers stated that liquefaction resistance will increase as the relative density 

increases.  

Seed, Tokimatsu, Harder and Chang (1985) [13],   observed that it plays an 

active role in determining the parameter of the SPT experiment, which is used as 

input data in liquefaction analyses. Kayen, et al. (1992) [14], determined shear 

wave velocities by seismic penetration test. They arranged the shear wave 

velocities according to the effective vertical stress. They analyzed and analyzed 

the data obtained from different regions in the Loma Prieta, also known as the 89 

Tremor earthquake in 1989 with a magnitude of Mw=7.0.  

Ishihara (1993) [15], explained the connection between the increase in the tip 

resistance and the amount of thin material and created a table. In this context, it 

has been shown that in silty sands with a fine grain ratio of more than 5%, the 

fine-grained material effect can be measured by adding the end resistance 

increments shown in the table to the previously measured end resistance to 

determine the end resistance of a similar amount of clean sand. Field and 

laboratory experiments of non-plastic silt liquefaction was observed. In addition, 

it has been observed that plasticity is more important than grain size in affecting 

liquefaction sensitivity. He stated in his study that cohesionless, non-plastic 

coarse silt particles are completely susceptible to liquefaction.  

Robertson and Wride (1998) [16],   reviewed the definitions of liquefaction 

potential, emphasizing that sandy and similar structures pose a risk for 

liquefaction. They evaluated these data by using the CPT experiment. They 

suggested the availability of corrections for properties such as fine grain ratio and 

plasticity for both SPT and CPT. 

Ulusay and Tosun (1999)  [17],   stated that the ground and rock falls were 

caused by liquefaction in the 6.2 earthquake that occurred in Adana on 27 June 

1998. Based on the results obtained from 6 drilling logs drilled in the earthquake 

zone, it was determined that the safety factor was lower than 1 in most of the sand 

layers in the ground and it was highly sensitive to liquefaction.  

Chen and Juang (2000) [18],  emphasized the importance of some variability 

in the earthquake and soil indices that make up the data in the studies conducted 
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for liquefaction potential in making a probability-based interpretation for 

liquefaction. The researchers proposed the concept of PL (liquefaction 

probability) associated with the factor of safety against liquefaction in their work. 

They classified the probabilistic liquefaction of soils by summarizing their 

deterministic methods of numerical evaluation of liquefaction. 

Aydan, Ulusay and Kumsar (2000) [19],   emphasized that liquefaction 

occurred in earthquakes that occurred until the 1992 Erzincan earthquake, but its 

importance was understood in the Erzincan earthquake. The geological and 

geotechnical properties of the soils, which were defined in areas prone to 

liquefaction during the earthquakes that occurred in Turkey until 1998, were 

examined, and samples taken from certain areas were tested in the laboratory. 

examined. As a result of the investigations, the distances of the earthquakes to the 

focal point and the earthquake magnitudes were found in experimental 

approaches.  

Çetin, Seed, Kiureghian, and Tokimatsu (2000) [20], conducted studies on the 

development of probability-based correlations in the use of SPT data for the 

interpretation of resistance to the effects of liquefaction or the onset of recurrent 

liquefaction. To present a Standard Penetration Test-based liquefaction trigger 

correlation, fines content correction based on the plastic limit value 20% for 

σv′=1 atm at 7.5 earthquake magnitude was performed. The probabilistic and 

deterministic benefits of the proposed correlations that emerged in various studies 

were examined.  

Broughton, Arsdale, and Broughton (2001) [21], are regions close to active 

seismic zones of Central and Eastern America, belonging to the Memphis and 

Shelby areas. Researchers have conducted studies to obtain liquefaction and 

deformation data in Memphis and Shelby regions using ground radar. They 

prepared liquefaction susceptibility maps of the region and classified them from 

high to low sensitivity. They determined that the filled areas in the region are of 

high sensitivity. 

Hadush, Yashima, Uzuoka, Moriguchi, and Sawada (2001) [22], analyzed soil 

damage caused by liquefaction in the Taipei Rapid Transit System tunnels located 

in Taipei, the capital city of Taiwan. In particular, they observed that liquefaction 

analyzes about underground structures were limited and they focused on this area. 

It has been suggested to improve the ground by grouting method by evaluating 

the liquefaction in the study area.  

In his research, Köleoğlu (2002) [23], evaluated the potential liquefaction 

analyzes in soils by using 43 drilling logs made in Adapazarı. Stating that the 

effective vertical stress has an effect on the liquefaction phenomenon, the 

researcher stated that the groundwater level is not deeper than 3 meters in the 
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places where the liquefaction event occurring in the study area is observed. It 

emphasizes that the relative firmness is an effective parameter in determining the 

risks of settlement and liquefaction in soils. In his study, the researcher 

emphasized that the settlement and effective vertical stress decrease due to 

seismic movements during the earthquake with the increase in the relative 

stiffness.  

In his study, Polat (2002) [24], determined the properties of the ground after 

the earthquakes in Izmit and Düzce in the young alluvial fields in the Istanbul 

region, calculated the bearing forces and determined the liquefaction potential. 

After the analysis, he concluded that if the continuation of the KAF line in the 

Marmara Sea is broken, liquefaction due to the earthquake will occur.  

Çetin, Işık, and Unutmaz (2002) [25],    prepared maps showing the soil 

deformations in the form of lateral displacement caused by liquefaction in the 

1999 Izmit earthquake.  

Atak (2003) [26],    interpreted the ground liquefaction and displacements in 

and around Sapanca Lake by comparing the aerial photographs obtained before 

and after the Kocaeli Izmit earthquake in 1999. Photograms at different scales 

were compared with photogrammetric procedures in terms of size and 

orientation.  

Ündul and Gürpınar (2003) [27], investigated the liquefaction potential of 

alluvial deposits in the Çokal valley, which is still deposition. In the study, the 

particle size distributions were examined by using the drilling values made by 

DSI. According to the SPT data, it was stated that the liquefaction status of the 

alluvial soils in the study area is compatible when compared to the soils that 

liquefy before. Seed, et al. (2003) [28], talked about the importance of the issues 

that form the basis of potential liquefaction in soils, the conditions affecting 

liquefaction, and the liquefaction event according to soil types. An experimental 

correlation has been presented for the determination of the “rd” (strain reduction 

coefficient) value used in liquefaction analyzes depending on the depth, 

earthquake magnitude, seismic shaking intensity and field strength.  

Youd (2003) [29], stated that the basic properties of the soil cause various 

deformations, especially in water-saturated cohesionless soils, due to the effect 

of repetitive stresses caused by earthquakes. He stated that in the areas damaged 

by liquefaction, the basement soil layers were mostly formed in thick, water-

saturated sandy levels of similar structure. He stated that when liquefaction 

occurs in the soil, deformations occur in the soil due to dynamic and static loads. 

He stated that the measure of these deformations depends on the density, 

amplitude, thickness of the liquefied soil layer and the soil type of dynamic, 

seismic and static waves. In his study for the realization of the liquefaction event, 
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he revealed that the seismic energy point and this point are dependent on the 

material density, hardness and earthquake duration. Soil failures, which are 

analyzed as displacements due to liquefaction, are also; yield failure, lateral 

spreading and ground oscillation.  

Kanıbir (2003) [30], observed with photogrammetric techniques to evaluate 

the ground deformations caused by liquefaction in the city center affected by the 

1999 earthquake in Kocaeli and on the shoreline of Sapanca Lake. Data from 55 

borehole logs obtained in the study area, SPT and laboratory experiments were 

used in liquefaction analysis. The methods suggested by Youd and Idriss were 

used. As a result of the study, it has been determined that liquefaction is observed 

along the coast and streams, especially in the alluvial soils in the range of 1-14 

m. 

Sivrikaya and Toğrol (2003) [31],   the results of the SPT test on fine-grained 

soils in Turkey, and the detailed studies that focused on the equipment used during 

this test were mentioned. It has been stated that there are variations arising from 

the differences in the techniques and equipment used in the experiment. It was 

stated that corrections for the SPT-N value should be made carefully. By 

examining the previous experiments, evaluations were made for the most 

appropriate method about variables and SPT(N) corrections, and the relationship 

between SPT and qu (free pressure value) was examined. 

Lin and Chang (2004) [32], although it is thought that there is no liquefaction 

in gravelly soils, it is stated that there is also liquefaction in pebbly soils in the 

Chi Chi earthquake that occurred in Taiwan in 1999 and the earthquake in 

Armenia in 1988. Since it is difficult to perform SPT and CPT tests in gravelly 

soils, investigations were carried out on gravelly soil that liquefied during the Chi 

Chi earthquake using Vs (shear wave) and LPT (large penetration test) in gravelly 

soils. In order to confirm these studies, three-axis experiments were carried out 

in the laboratory environment. When the liquefaction analysis results were 

compared, it was seen that they overlapped with the LPT and Vs methods. 

Özdemir and İnce (2005) [33], in their study, examined 45 boreholes in Ilgın 

district of Konya and used SPT data, groundwater level and laboratory tests in 

the liquefaction analysis calculation of the settlement area. In the calculations, 

PGA= 0.1-0.2- 0.3-0.4 g acceleration values, Mw=6 earthquake magnitude, depth 

12 m are used as input data and the liquefaction sensitivity resulting from the 

calculations is expressed as high - very high, medium and low. has been done. 

Liquefaction analysis maps were created for 2,4,6,8,10 and 12 m depths. 

Aydan, Hamada, Bardet, Ulusay, and Kanıbir (2004) [34],    presented 

equations for various horizontal ground acceleration values of the lateral 

spreading rate in the region of Sapanca Lake. In the study, photogrammetric 
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methods were used by Masanori Hamada to determine permanent ground 

deterioration in different regions. The analyzes on the earthquake data and 

liquefaction potential in Adapazarı were carried out using the technique 

recommended by the Japanese Highway and Bridges Association (JRBS). The 

values obtained were compared with some values of the Nihonkai-Chubu, Niigata 

and Hyogo Ken-Nabu (Kobe) earthquakes that occurred in Japan. 

Chu, Stewart, Lee, Tsai, Lin, Seed, Hsu, Yu, and Break (2004) [35], after the 

7.6 magnitude Chi Chi earthquake that occurred in Taiwan in 1999, it was 

determined that there was a wide area of ground failure in that region. For the 

interpretation of the study area due to liquefaction, 25 drilling studies and 6 cone 

penetration test data were used. The NCEER method, the procedure of Youd and 

Idris, was used in their work. 

In this study by Erken, Özay, Kaya, Ülker and Elibol (2004) [36], the stress, 

strain and pore water pressure of soft clays, water-saturated silty sands, low 

plasticity silts were mentioned. Afterwards, the modified liquefaction methods 

are mentioned, its use and how the strength losses and bearing capacity losses 

occur as a result of dynamic loading are explained. 

Çetin and Unutmaz (2004) [37], in order to evaluate the soil properties in 

Bursa province, 354 drilling studies were examined and maps were created using 

ground acceleration and spectral acceleration values using information about 

active faults that will pose a threat in the study area. The effects of the change in 

acceleration values were compared according to the obtained drilling data and 

soil properties. Ground acceleration values in the study area were stated to be in 

the range of 0.34-0.48. Liquefaction risk distribution maps of the region were 

created using SPT data. 

Çetin, Işık, and Unutmaz (2004a) [38],  made seismic comparisons by using 

0.35 g horizontal ground acceleration in Kocaeli earthquake in 1999 in 

Değirmendere and it was stated that there are liquefiable layers between 8-11 m. 

In their studies, it was stated that the landslide caused by the seismic tremors in 

Değirmendere was due to liquefaction. 

Cetin et al. (2004b) [39],  stated that the input values of the methods used in 

the determination of potential liquefaction analysis in their studies are historical 

data, and new methods were presented by the researchers to evaluate the 

possibility of liquefaction occurring. It is stated that numerical methods should 

be used when analyzing whether there is liquefaction in this method. The 

important factors for the stress relief factor are earthquake magnitude, depth and 

maximum ground acceleration. Considering these factors, liquefaction analysis 

of the land was carried out in 2153 different locations. In addition to the method 

proposed by Youd and Idriss, they added 300 different data to the database and 
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guided the probabilistic evaluation of potential liquefaction under the leadership 

of these data. 

Yılmaz and Çetin (2004) [40], aimed to analyze the soil liquefaction based on 

GIS in order to evaluate the geotechnical data of earthquake-induced structural 

damage for the 1999 Kocaeli earthquake. For this reason, the data were 

transferred to the GIS program and it was stated that indexes such as potential 

liquefaction parameter liquefied layer thickness, layer depth and settlement after 

liquefaction are important engineering values.  

In the study, a new probability-based concept, LSI (liquefaction intensity 

index), is proposed. In this newly presented recommendation, the risks are 

classified as very low, low, high and very high. 

Ulusay and Kuru (2004) [41], investigated the potential liquefaction 

susceptibility in the Ceyhan earthquake that occurred in Adana with a magnitude 

of 6.2 in 1998. SPT-based data were used for different earthquake magnitudes. 

As a result of the studies, it has been revealed that the sand layers are more prone 

to liquefaction than the data obtained from the areas close to Osmaniye around 

Ceyhan. Microzonation maps were created with earthquake magnitudes of 6,2 

and 7 showing the liquefaction index. With the help of the equations obtained in 

the study, Turkey's iso-acceleration map was created. 

Ulusay, Tuncay, Sönmez and Gökçeoğlu (2004) [42],  investigated the general 

geotechnical characteristics, ground condition, earthquake conditions and 

potential liquefaction risk of the Çay-Eber earthquake that occurred in 2002. It 

was observed that liquefaction occurred in a limited area during the Çay-Eber 

earthquake. It has been observed that liquefaction-induced lateral spreading, 

cracks and sand boils only occur at the depths of the silty sand layers that are 

susceptible to liquefaction, close to the surface. In order to examine the 

liquefaction data, the results of the triaxial pressure test were examined and they 

stated that the acceleration value should be 0.21 g for liquefaction to occur. In the 

study, the method introduced by Youd and Idriss (2001) was used while 

calculating the liquefaction analysis. 

Yılmaz and Yavuzer (2005) [43],  investigated the liquefaction potential of 

soils in Yalova, located on the NAF line, using the Standard Penetration Test. 

Liquefaction analysis maps were created by using the input values obtained for 

the 7.4 magnitude. Areas where liquefaction may occur for future earthquakes are 

specified.  

Audemard, Gomez, Tavera, and Orihueala (2005) [44],  investigated 

liquefaction based on the data obtained after the earthquake that occurred in 

Arequipa with a magnitude of Mw= 8.4 in 2001. It was stated that the earthquake, 

which affected Chile and western Bolivia, occurred at a depth of 29 km and 
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triggered liquefaction between the soil layers. By examining the distribution of 

liquefaction properties and the distribution of sand boils regionally, graphs of 

sand boiling diameter versus focal length were created.  

Juang, Yuan, Li, Yang, and Christopher (2005) [45],  proposed an empirical 

method to predict the significance of soil damage due to liquefaction at or near 

the foundations of existing structures. The proposed procedures were obtained 

based on 30 case histories of the Kocaeli earthquake (1999) and the Chi Chi 

(Taiwan) earthquake. These data are It consists of observing the damage caused 

by the damage and the ground information obtained by CPT. Using these data, 

the PG (soil damage probability) value vs. potential liquefaction plot was 

evaluated according to damage class in the study. The value of the severity of the 

damage caused by liquefaction is called DSI and the classification criteria are; It 

is stated that it is valid for areas with a slope of < 1o, an earthquake magnitude of 

Mw=7.4 – 7.6, and a liquefaction depth of < 20 m. In this study by Ergüven 

(2005) [46],   he gave information about the historical process of liquefaction by 

describing the research and studies carried out within the scope of liquefaction. 

In his work; Explaining the main factors affecting liquefaction, laboratory and 

field test results, how the obtained results are used and liquefaction estimation 

methods are explained in detail, Eurocode and Japan methods are examined in 

detail. Information was given about how the construction should be done in areas 

with liquefaction risk. Bray and Sancio (2006), a chart has been proposed 

considering the data obtained after the earthquake in Adapazarı, the results of the 

dynamic experiments on clay and silt mixtures, and the field conditions shown in 

the figure below. 

Mollamahmutoğlu and Babuçcu (2006) [47],   published a book based on 

liquefaction analysis and methods. In the book; Definition of liquefaction, 

liquefaction phenomenon, types of liquefaction, types of damage originating 

from liquefaction, variables affecting liquefaction, laboratory and field 

experiments used in liquefaction potential analysis, analysis methods, methods of 

reducing liquefaction-induced damages are mentioned. In the last part of the 

book, the liquefaction analysis program created by the researchers is explained 

and calculations and graphic drawings are presented.  

Karanlık (2006) [48],  in his study, obtained soil liquefaction analysis results 

by using the Standard Penetration Test results of Hatay, Samandağ, Altınköy and 

its surroundings. The correlation between ground acceleration, depth and SPT 

values was evaluated with the help of tables. The particle size distribution 

resulting from previous earthquakes was compared with the known particle size 

distribution.  
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Sönmez (2006) [49],    investigated potential liquefaction status by using the 

drilling data in Kocaeli-Gulf region. In the study, liquefaction status was 

determined and maps were created. By examining the liquefaction effects that 

may occur on the surface in the cover layers of the soils, the data of both the 

Kocaeli-Gulf region and the Chi Chi earthquake were taken into account. In 

addition to this, a chart was created regarding the thickness of the cover layer.  

Yılmaz and Bağcı (2006) [50],  evaluated the liquefaction status of Kütahya 

province in their studies and mapped according to the liquefaction hazard. The 

liquefaction map shows liquefiable and marginally liquefiable areas in the 

alluvial soil layer and non-liquefiable areas in Neogene units for earthquake 

magnitude Mw=6.5. The liquefaction hazard map was prepared in very low and 

high categories, and it was stated that the maps created during the planning phase 

should guide the study in terms of engineering.  

Taylan, Uysal, Lav and Erken (2007) [51],   , after the Adapazarı earthquake 

in 1999, considering the structural damages such as settlement, collapse and 

rotation observed in Adapazarı and nearby regions, Adapazarı Erenler was chosen 

as the study area. The seismic live loads in the region were evaluated and the 

bearing capacity of the soil and potential liquefaction threats of the study area 

were examined. 

Unutmaz and Çetin (2007) [52],    examined the interaction between the 

structure and the ground in their studies, examined and analyzed the liquefaction 

potential of the soils on which the structure was located. In order to determine the 

liquefaction potential of the building foundations, the maximum value of the CSR 

variable, which is called the cyclic shear strength, and the calculation method are 

described numerically.  

Özaydın (2007) [53],    investigated soil liquefaction caused by earthquake 

movements. In the study; Obtaining the earthquake indirect cyclic shear strength 

ratio from SPT and CPT tests has been explained, and the safety factor against 

liquefaction has been determined and formulated. Shallow and pile foundations 

are described under the effect of liquefaction.  

Lenz and Baise (2007) [54],  selected the eastern strip of the San Francisco 

Bay as the study area in their research. Regionally, CPT and SPT-induced 

liquefaction potential indices were compared, and statistical and spatial 

variability of LPI was examined. Researchers, LPI It was concluded that regional 

mapping based on the cumulative distribution of the value showed different 

results depending on the data used. 

Tosun and Orhan (2007) [55], in order to show the GIS-based soil properties 

in an area of 30 km2 in Eskişehir province, maps of the study area were created. 

Evaluations were made on 170 drilling data, 383 undisturbed samples and 1394 
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disturbed samples belonging to the study area. SPT experimental profiles were 

created in the study area. Based on the profiles, the distribution was revealed by 

preparing SPT zone maps in the study area. By performing uniaxial pressure tests 

on the received data, maps were prepared in GIS environment depending on the 

unconfined compressive strength.  

Koç (2007) [56],  using the method suggested by Seed and Idriss (1971) in his 

study, evaluated the liquefaction potential of the surroundings of Gölcük district 

of Kocaeli province by means of LiquefyPro software. 

Özaydın (2007) [57],  evaluated the parameters, analyzes and definitions 

affecting liquefaction in soils in his study. In order to determine the potential 

liquefaction analyzes, it was stated that it should be correlated with the field test 

results based on the studies in Seed and Idriss (1971).  

Hasançebi and Ulusay (2007) [58], stated that the lateral spreading effect after 

liquefaction caused serious deformation in the surface structures and buried 

structures and proposed a new method to minimize the error rates in the analysis 

of the displacement caused by the lateral spreading. Within the framework of the 

researches made by using 6907 drilling data, only the free surface, again only the 

topographic slope and the free surface were examined and predictions were made 

by examining the study area. Liquefaction analyzes in all boreholes were 

performed by both Youd and Idriss (2001) and Çetin et al. (2004) procedures.  

Yılmaz, Yıldırım and Keskin (2008) [59],   evaluated the Beydağı Dam in their 

studies by making improvements on the ground in areas with liquefaction 

potential, without removing the alluvial layer. In the analyzes performed, the 

CRR value was calculated separately depending on the CPT and SPT, using the 

Seed and Idriss (1971) method. For the calculation of the stress reduction 

coefficient affecting the analysis, the effect of the dam built on the soil with 

liquefaction potential was also taken into consideration. QUAD4M software was 

used for potential liquefaction analysis calculation.  

Unutmaz (2008) [60], superstructure effect in terms of liquefaction potential 

was evaluated as a result of three-dimensional analysis with FLAC-3D software. 

A new method describing repetitive strain rates The method is proposed to 

investigate the pavement effect in terms of liquefaction potential. Static and 

dynamic situations on the ground were evaluated and approaches were made for 

different scenarios. As a result of the study, the average cyclic stress ratio for the 

structure under the influence of soil earthquake is presented. Sönmez and Ulusay 

(2008) [61], examined the liquefaction potential that occurred in the Gulf of Izmit 

during the Kocaeli earthquake and created micro-zonation maps based on LSI 

(liquefaction intensity index) using the data obtained as a result of the analysis. It 

has been stated that the obtained micro-zonation maps overlap with the predicted 

254



and observed results after the 1999 earthquake. Liquefaction analyzes were 

calculated considering the method of Seed and Idriss (1971) and the updates 

suggested by Youd and Idriss (2001). In order to determine the LSI value, the 

liquefaction safety coefficient values calculated in different boreholes were 

evaluated according to the severity classes presented by Sönmez and Gökçeoğlu 

(2005).  

Yalçın, Gökçeoğlu and Sönmez (2008) [62], prepared and analyzed 

liquefaction analysis maps of the city center based on the method proposed by 

Sönmez and Gökçeoğlu (2005) of Aksaray province located on the Tuz Gölü fault 

line. The soil geological features of Aksaray province, the parameters affecting 

liquefaction were examined at all levels within 20 m, and it was stated that the 

liquefaction potential is very high if the study area occurs with an earthquake of 

Mw=5.2. In his study,  

Sağlam (2008) [63], made liquefaction analyzes with an earthquake 

magnitude of Ms=7.0 and created potential liquefaction maps by using the CPT 

test as a result of geological studies in the areas subject to the zoning plan of 

Saruhanlı district of Manisa province.  

Akın (2009) [64],  the properties of the soil in Erbaa district of Tokat province 

were determined by dynamic analysis and micro-zonation studies of the region 

located on the NAF line were carried out. With these studies, the potential 

liquefaction analyzes of the region were examined, and the effects on the ground 

such as possible settlement and lateral spreading that may occur after liquefaction 

were evaluated. Pehlivan (2009) [65], made dynamic analyzes on CL, ML, CH, 

MH class soil properties and examined the behavior of fine-grained soils during 

the formation of pore water pressures. It has been stated that in the saturated state 

of sand soils, shear deformations versus pore water pressure ratio are dependent 

on LL, PI and w/LL values. 

Bol, Önalp, Arel, Sert, and Özocak (2010) [66],   analyzed and updated the 

studies conducted by Bray and Sancio in 2006 and evaluated the liquefaction 

status of silty soils during the earthquake by using the Marmara earthquake 

sounding data in 1999 in their CPT-based study. According to their studies, they 

put forward the Adapazarı criterion, which aims to improve the Chinese criteria. 

This criterion is similar to the current classification, with more emphasis on clay 

content. It has been stated that liquefaction occurs in seismic movements with 

Mw ≥ 7 if the following situations occur in the Adapazarı basin. 

The liquefaction safety coefficient was calculated using the method suggested 

by Mhaske and Choudhury (2010) [67],    Youd and Idriss (2006). Areas with 

possible liquefaction occurrence have been determined for earthquake scenarios 

between magnitudes. 
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Cao, Hou, Xu, Yuan, and Vibration (2010) [68],  in their study, Mw occurring 

in China In the Wenchuan earthquake with a magnitude of =8.0, detailed field 

studies were examined and maps showing the liquefaction distribution were 

created. In order to determine the liquefaction effect in gravelly soils by 

examining the geological soil profiles, four different areas were selected and 

detailed field surveys were carried out to conduct drilling studies, dynamic 

analyzes Vs (shear wave velocity) experiments. It has been stated that SPT and 

CPT tests are not suitable for gravel soils, and the data obtained from DPT 

(dynamic penetration test) and Vs (shear wave velocity) methods and evaluated 

in this study will be a helpful resource in engineering applications.  

Holzer, Jayko, Hauksson, Fletcher, Noce, Bennte, Dietel, and Hudnut (2010) 

[69], liquefaction-induced deformations that occurred as a result of the Mw = 5.2 

magnitude Olancha earthquake that occurred in California in 2003 were 

examined and liquefaction analyzes were calculated using the Seed and Idriss 

(1971) method. . Assuming that the bladed cutter resistance data in sandy soil 

profiles in the study area approached the resistance value against shear, analyzes 

were made in terms of SPT impact numbers.  

Aslan (2010) [70], The liquefaction status of the wastewater treatment plant 

area to be built in Gebze district of Kocaeli province was investigated. As input 

data, values of 8 drilling logs varying between 21-28 m were used in their studies. 

The geological characteristics of the alluvial ground in the study area were 

determined by field and laboratory experiments. As a result of the data obtained, 

possible liquefaction status was evaluated with the methods of different 

researchers and liquefaction-based maps were created. By making use of field 

and laboratory experiments, the geomechanical characteristics of the Wastewater 

Treatment Plant planned to be built in Gebze were determined and the 

liquefaction potential analysis was investigated. In the study, coarse grained soils, 

the 1999 Kocaeli earthquake value, Ms=7,4 earthquake magnitude and SPT test 

data were used. It is concluded that liquefaction will occur in the studied area, but 

liquefaction will not be observed on the surface due to the cover soil effect.  

Orhan and Ateş (2011) [71], examined 28 drilling logs in their study and using 

CPT data, the liquefaction status of alluvial soils in Saruhan district of Manisa 

province was examined according to the Iwasaki (1982) method. The liquefaction 

analysis was carried out using the earthquake of magnitude Mw = 7.1 and ground 

acceleration values of 0.28 g. Areas with high liquefaction potential were 

determined in the study area.  

Tosun, Seyrek, Orhan, Savaş and Türköz (2011) [72],  conducted a study based 

on the SPT(N) values obtained from 232 borehole logs in Eskişehir. In addition, 

106 research pits were opened to obtain geotechnical information. In the 
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earthquake scenario of Mw = 6.4, the possible liquefaction situation was 

examined by using SPT data. The analyzes were calculated for ground 

acceleration values of 0.19 g, 0.30 g and 0.47 g, and it was stated that the presence 

of groundwater level and alluvial soils together with the seismic characteristics 

of the region increased the possibility of liquefaction.  

Akdeniz, et al. (2011) [73], The engineering properties of the soils of the 

Güllük, Yeni Bağlar and Bahçelievler neighborhoods of Eskişehir were evaluated 

on the basis of GIS. The data of the samples obtained from 136 drilling logs were 

evaluated. Three-dimensional modeling of the ground was created using the data 

of the ground in the study area. In their studies, it was stated that there is a linear 

relationship between the SPT(N) value and the unconfined compressive strength. 

Papathanassiou, Seggis, and Pavlides (2011) [74],   investigated possible 

liquefaction in the Thessaly Plain in Larissa, Greece, which has a high earthquake 

risk. The potential liquefaction index method was analyzed using the SPT data 

obtained from 53 borehole logs made in the study area. Mapping studies were 

carried out showing the properties and liquefaction status of the layers that may 

be liquefied. Factor of safety against liquefaction The method proposed by Youd 

and Idriss (2001) Calculated with. In this context, the safety coefficient value of 

the soil soil against liquefaction was calculated. The design acceleration for the 

liquefaction calculation in the Thessaly Plain of the town of Larissa was taken as 

0.249, and it was examined with a probability of hanging over a 50-year period 

with a probability of 10%. Based on the data obtained as a result of the study, it 

was stated that liquefaction could occur in only two regions close to the Pinios 

River.  

Chang, Kuo, Shau, and Hsu (2011) [75], analyzed the SPT(N) based analyzes 

used to evaluate the liquefaction status by using the values of liquefied and non-

liquefied areas after the Chi-Chi earthquake in Taiwan.  

Bhattacharya, Hyodo, Goda, Tazoh and Taylor (2011) [76],    examined the 

fault line and seismic movements in the Tokyo Bay region in their research and 

evaluated the effects of liquefaction in the fill areas. The effect of liquefaction has 

been observed seriously in alluvial areas and reclaimed soil profiles in the filling 

areas. It has been stated that the degree of liquefaction-based damages in the 

filling areas depends on the age of the filling, the filling type and the soil 

improvement method used.  

Kolat, Ulusay, and Suzen (2011) [77],   conducted a geotechnical 

microzonation analysis regarding the suitability of settlement areas for their 

purpose in their research. The properties and dynamic behavior of quaternary 

alluvial soils in a seismically active area in Yenişehir district of Bursa province 
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were examined. Iwasaki et al. (1982) and the liquefaction intensity map was 

prepared by the method suggested by him.  

Sönmezer, Çeliker and Kılınç (2012) [78], conducted geological ground 

surveys in Kırklareli Bahçelievler Fabrikalar neighborhood and obtained 21 

drilling data. Liquefaction potential GIS-based YASS and probable liquefaction 

maps were created. It has been determined that the bearing capacity of the ground 

will decrease as a result of the earthquake that may occur in Bahçelievler and 

Fabrikalar district, which are areas where the YASS varies between 2m-4m. In 

their study,  

Dixit, Deweikar and Jangid (2012) [79],   examined the Mw = 6.5 earthquake 

magnitude, the safety factor against liquefaction for two different PGA 

acceleration values for the recurrence periods of 475 and 2475 years. In order to 

evaluate the liquefaction analysis of Mumbai city, the calculation based on the 

SPT(N) impact number proposed by Seed and Idriss (1971) was made. For Mw 

= 6.5 earthquake magnitude, maps showing the liquefaction status in the study 

area were prepared.  

Habibullah, Pokhrel, Kuwano, and Tachibana (2012) [80],   evaluated the Satte 

Region of Japan, which is an intense earthquake zone and also has a lot of damage 

as a result of the earthquake. In this region, liquefaction assessments were made 

and GIS-based liquefaction potential was examined. Data from different depths 

in the range of 10-50 m and laboratory results were used. 50 drilling data were 

evaluated; Using SPT(N), YASS and grain size distribution, maps showing the 

potential liquefaction status of the study area were produced. 

Sharma and Hazarika (2013) [81], investigated 200 borehole logs for the city 

of Guwahati (India) in order to evaluate the liquefaction situation with an 

earthquake magnitude of Mw = 7.5. For the calculation of the liquefaction state 

of the study area, Seed and Idriss (1971), Seed et al. (1983) and Boulanger and 

Idriss (2004) procedures were taken into account and the calculation results were 

evaluated and compared for each method. 

Akın, Özvan and Topal (2013) [82], carried out a study supporting the 

investigation of liquefaction and lateral spreading formations in the research area 

affected by the Mw = 7.2 earthquake that occurred in 2011 on the eastern shore 

of Lake Van. In the levees of the Karasu River, one of the largest streams in the 

region, liquefaction-induced sand boiling and lateral spreading were observed, 

and ground data were evaluated. As a result of the experimental data examined, 

it was determined that the soil class was silty sand, and the potential liquefaction 

status was evaluated by considering the LPI and LSI methods. They stated that 

the cover soil thickness has an effect on the liquefaction phenomenon.  
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Aydan, Ulusay, and Kumsar (2013) [83],    examined the liquefaction status of 

the Edremit and Erciş earthquakes that occurred in Van in 2011, and the 

deformations that occurred in the ground after the liquefaction event.  

Huang and Yu (2013) [84], evaluated liquefaction and liquefaction-based 

damages by examining data from 12 different earthquakes that occurred in the 

beginning of the 21st century in their study.  

Duman and İkizler (2014) [85],  conducted studies on the determination of the 

liquefaction risk situation of the province of Erzincan, which is close to the NAF 

line and where mountainous and seismic movements are quite active. The 

calculations of the analyzes were based on SPT and were carried out according 

to the method of Seed and Idriss (1971). Based on Sönmez and Gökçeoğlu (2005) 

procedure, liquefaction potential maps and liquefaction potential index maps 

were prepared for different earthquake magnitudes and different depths.  

Akın, Akkaya, Özvan and Şengül (2015) [86], dynamic soil parameters related 

to the study area were determined by means of geophysical methods, soil survey 

studies in Van Yüzüncü Yıl University area located near Van Lake. The situation 

of the Pilya-Quaternary deposits in the project area related to the study area was 

examined, and various units with different geological characteristics were formed 

and lithological studies were carried out before working on the correct micro-

regions. They stated that geotechnical studies (drilling and laboratory 

experiments) should be carried out in order to group the sub-units in this respect. 

Geotechnical studies were completed with 45 drilling logs and SPT tests. While 

calculating the liquefaction state, Mw= 7.2 and PGA value of 0.4 g were taken 

into account and the Standard Penetration Test was taken into account. 

Liquefaction maps were created based on the data obtained using the methods 

suggested by different researchers. When the liquefaction maps are examined, it 

is stated that the risk of liquefaction in the study area can be described as very 

low or non-liquefiable.  

Gücek and Zorluer (2021) [87], stated that it is not possible to prevent all loss 

of life, property, material and moral damage caused by earthquakes, but it is 

possible to minimize the damages against the destructions that may occur before 

the earthquake. It has been stated that due to the rapid increase in pore water in 

cyclic shear stresses under the influence of earthquake forces, soils with low 

saturated silt, clay and sand content are structurally damaged due to the fact that 

the strength of the soil decreases due to the effective stress and behaves like a 

liquid. Local ground values were obtained by using 11 different earthquake 

records and 124 sounding data for the liquefaction status of Afyonkarahisar 

province, which is in a tectonically serious position in Turkey, where active faults 

are located. Field and laboratory studies are dynamic The effect on dynamic 
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behavior was examined with the Deep Soil v6.1 software used in the analysis. 

According to TBDY, one dimensional non-linear analysis method was preferred 

in time history in soils with liquefaction status. As a result of this study, risk maps 

were created by evaluating the analyzes. It is aimed to calculate the dynamic 

behavior of the foundation soils of existing built structures and planned 

structures. 

In this literature research, liquefaction studies in our country and around the 

world have been compiled. The fact that liquefaction studies have become more 

common means reducing/preventing possible losses of life and property. In 

geographies that are faced with the reality of earthquakes, the danger of 

liquefaction is a situation that must always be taken into consideration. 
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